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ABSTRACT 

The method of Conjugate Gradient (CG) is a key component of 

optimization methods that aren't bound by local convergence 

characteristics. In this study, we created KHI3, a novel search direction 

in the (CG) Algorithm. The novel approach satisfies the regression 

criterion. The overall convergence of the proposed technique has also 

been proved utilizing Wolff search line words. A new algorithm for 

solving the large-scale unconstrained optimization issue is particularly 

successful. 

 

 

1. Introduction 
We look at the problem of unbounded nonlinear 

optimization. 

min⁡(𝑓(𝑥)) ∶ 𝑥 ∈ 𝑅𝑛, …..(1) 

where 𝑓: 𝑅𝑛 → 𝑅 is a bounded continuously 

differentiable function from below. There are 

numerous approaches to solving the problem (1). 

We're interested in (CG) algorithms since they need 

less memory and have good local and global 

convergence qualities [1].  

Starting from the beginning point 𝑥0 ∈ 𝑅
𝑛, solve the 

issue (1), The (CG) approach generates the sequent 
{𝑥𝑛} ⊂ 𝑅

𝑛such that: 

𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘; …..(2) 

where 𝛼𝑘 > 0 is a step size founded via the line 

search, and 𝑑𝑘are directions given by [2-4]. 

𝑑0 = −𝑔0, 𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑠𝑘. …..(3) 

𝛽𝑘 is the (CG) parameter in the last relation, 

 𝑠𝑘 = 𝑥𝑘+1 − 𝑥𝑘, 𝑔𝑘 = ∇𝑓(𝑥𝑘). 
Assume that ‖. ‖ is the Euclidean norm. 

We now use the term 

𝑦𝑘 = 𝑔𝑘+1 − 𝑔𝑘,  ……(4) 

In (2) and (3) define the classical (CG) algorithms, 

where the parameter 𝛽𝑘 is founded in one of the 

following ways: 

𝛽𝐹𝑅 =
𝑔𝑘+1
𝑇 𝑔𝑘+1

𝑔𝑘
𝑡𝑔𝑘

  ……(5) 

𝛽𝐷𝑌 =
𝑔𝑘+1
𝑇 𝑔𝑘+1

𝑑𝑘
𝑇𝑦𝑘

 …..(6) 

𝛽𝐶𝐷 =
−𝑔𝑘+1

𝑇 𝑔𝑘+1

𝑔𝑘
𝑇𝑑𝑘

 …..(7) 

𝛽𝐻𝑆 =
𝑔𝑘+1
𝑇 𝑦𝑘

𝑑𝑘
𝑇𝑦𝑘

  …..(8) 

𝛽𝑃𝑅 =
𝑔𝑘+1
𝑇 𝑦𝑘

𝑔𝑘
𝑇𝑔𝑘

  ……(9) 

𝛽𝐿𝑆 =
𝑔𝑘+1
𝑇 𝑦𝑘

𝑔𝑘
𝑇𝑑𝑘

  ….(10) 

The first CG methods for nonlinear functions [(5) 

FR,] were introduced by[5]. [(6) DY] technique 

introduced by [6], and (7) introduced the CD 

conjugate in [7].With 𝑔𝑘+1
𝑇 , 𝑔𝑘+1 in the number of 

𝛽𝑘⁡having strong convergence theory. The [(HS) CG] 

proposed by [8] described in (8), the [(PR) CG] 

established by [9] defined in (9) and the [(LS)CG] 

obtained by [10] defined in (10) all use 𝑔𝑘+1
𝑇 𝑦𝑘 in the 

number of parameters 𝛽𝑘. 

2. The New (KHI3) Algorithm for (CG) 
In this search, we suggest a new beta as follows: 

Consider 𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑠𝑘 ….(11) 

Now a new 
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𝛽𝑘+1
𝐾𝐻𝐼3 =

𝑦𝑘
𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑠𝑘

−
𝑆𝑘
𝑇𝑆𝑘𝑆𝑘

𝑇𝑔𝑘+1

(𝑔𝑘
𝑇𝑔𝑘+𝑦𝑘

𝑇𝑠𝑘)
2  ….. (12) 

Then by substitute equation (12) in equation (11) we 

get : 

𝑑𝑘+1 = −𝑔𝑘+1 + {
𝑦𝑘
𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑠𝑘

−
‖𝑆𝑘‖𝑆𝑘

𝑇𝑔𝑘+1

(𝑔𝑘
𝑇𝑔𝑘+𝑦𝑘

𝑇𝑠𝑘)
2} 𝑠𝑘 ….(13) 

2.1 Algorithm  

Step 1. The initial point 𝑥0 ∈ 𝑅
𝑛 , and the accurate 

solution ∈> 0 , and we find 𝑑0 = −𝑔0, and , 𝑘 = 0 

Step 2: Checking for iteration continuation. If  

‖𝑔𝑘+1‖ ≤ 10−6 stop. If not, proceed to the next step. 

Step 3: Using Wolfe line search conditions, calculate 

the step size 𝛼𝑘 

𝑓𝑘+1 ≤ 𝑓𝑘 + 𝑐1𝛼1𝑑𝑘
𝑇𝑔𝑘  …..(14) 

𝑑𝑘
𝑇𝑔𝑘+1 ≥ 𝑐2𝑑𝑘

𝑇𝑔𝑘  ……(15) 

and go to step (4). 

Step 4. Calculate 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘 . 

Step 5. we compute the search direction by the 

equation (13). 

Repeat step 2 with the set 𝑘 = 𝑘 + 1. 

3. Descent Property 
We shall prove the descent property (𝑑𝑘

𝑇𝑔𝑘 < 0) for 

the new formula which was introduce in equation 

(13) and that the sufficient descent of the (CG) 

algorithm is written as follows(𝑑𝑘
𝑇𝑔𝑘 < −𝑐‖𝑔𝑘‖

2). 
3.1 Theorem  

Assume that Lipchitz condition with  0 < 𝐿 ≤ 1 hold 

and 𝑦𝑘
𝑇𝑆𝑘 > 0 for all  𝑘 ,then the search direction 

defined in (12) and (13) is descent direction for all 𝑘.  
i.e. 𝑑𝑘

𝑇𝑔𝑘 < 0⁡⁡⁡⁡⁡∀⁡𝑘 . 

Proof:- 

The Prove is by induction  i.e.  for 𝑘 = 1 

𝑑1
𝑇𝑔1 = −‖𝑔1‖ < 0 

Suppose that 𝑑𝑘
𝑇𝑔𝑘 < 0⁡⁡⁡∀⁡𝑘, 

And we will prove that the relation is true when 

𝑘 = 𝑘 + 1, i.e.  

𝑑𝑘+1 = −𝑔𝑘+1 + {
𝑦𝑘
𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑠𝑘

−
‖𝑠𝑘‖𝑠𝑘

𝑇𝑔𝑘+1

(‖𝑔𝑘+1‖ + 𝑦𝑘
𝑇𝑠𝑘)

2
} 𝑆𝑘 

Multiply both sides by 𝑔𝑘+1
𝑇  then 

𝑔𝑘+1
𝑇 𝑑𝑘+1 = −‖𝑔𝑘+1‖

2 +
𝑦𝑘
𝑇𝑔𝑘+1𝑠𝑘

𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑠

−

‖𝑠‖2(𝑠𝑇𝑔𝑘+1)
2

(‖𝑔𝑘‖+𝑦𝑘
𝑇𝑠)2

   ….(16) 

𝑔𝑘+1
𝑇 𝑑𝑘+1 = −‖𝑔𝑘+1‖

2⁡ +
𝑦𝑘
𝑇𝑔𝑘+1𝑠𝑘

𝑇𝑔𝑘+1

𝑦𝑇𝑠
−

‖𝑠‖2(𝑠𝑇𝑔𝑘+1)
2

4(𝑦𝑇𝑠)2
  ….. (17) 

For  
𝑦𝑘
𝑇𝑔𝑘+1𝑠𝑘

𝑇𝑔𝑘+1

𝑦𝑇𝑠
=

𝑠𝑘
𝑇𝑦𝑘𝑦𝑘

𝑇𝑔𝑘+1𝑠𝑘
𝑇𝑔𝑘+1

(𝑦𝑇𝑠)2
 

∵ 𝑢𝑇𝑣 ≤
1

2
{‖𝑢‖2 + ‖𝑣‖2} 

Let 𝑢 =
1

√2
𝑦𝑘
𝑇𝑠𝑘𝑔𝑘  and  𝑣 = √2𝑠𝑇𝑔𝑘+1𝑦𝑘 

Then  

𝑦𝑘
𝑇𝑠𝑘𝑔𝑘+1

𝑇 𝑦𝑘𝑠𝑘
𝑇𝑔𝑘+1

(𝑦𝑘
𝑇𝑠𝑘)

2 ≤

1

3
{
1

2
(𝑦𝑘
𝑇𝑠𝑘)

2
‖𝑔𝑘+1‖

2+2(𝑠𝑘
𝑇𝑔𝑘+1)

2
‖𝑦‖2}

(𝑦𝑇𝑠)
2    

….. (18) 

=
1

4
‖𝑔𝑘+1‖

2 +
(𝑠𝑇𝑔𝑘+1)

2‖𝑦‖2

(𝑦𝑇𝑠)2
 

∴ 𝑑𝑘+1
𝑇 𝑔𝑘+1 ≤

−3

4
‖𝑔𝑘+1‖

2 +
(𝑠𝑇𝑔𝑘+1)

2
‖𝑦‖2

(𝑦𝑇𝑠)
2 −

‖𝑠‖2(𝑠𝑇𝑔𝑘+1)
2

4(𝑦𝑇𝑠)
2   ….. (19) 

By Lipchitz condition with 0 ≤ 𝐿 ≤ 1 

∴ 𝑑𝑘+1
𝑇 𝑔𝑘+1 ≤

−3

4
‖𝑔𝑘+1‖

2 +
𝐿(𝑠𝑇𝑔𝑘+1)

2
‖𝑠‖2

(𝑦𝑇𝑠)
2 −

(𝑠𝑇𝑔𝑘+1)
2
‖𝑠‖2

4(𝑦𝑇𝑠)
2  ….. (20) 

∵ 𝑦𝑇𝑠 ≤ ‖𝑠‖‖𝑦‖ 

∴ 𝑑𝑘+1
𝑇 𝑔𝑘+1 ≤

−3

4
‖𝑔𝑘+1‖

2 + (𝐿 −
1

4
)
‖𝑠‖2‖𝑔𝑘+1‖

2‖𝑠‖2

‖𝑦‖2‖𝑠‖2
    

…….(21) 

                       ={
−3

4
+ (𝐿 −

1

4
)}

‖𝑠‖2

‖𝑦‖2
‖𝑔𝑘+1‖ 

                       =(
−3

4
+

(𝐿−1)‖𝑠‖2

4‖𝑦𝑘‖
2 ) ‖𝑔𝑘+1‖

2 

Hence the search direction are sufficient descent for 

0 ≤ 𝐿 < 1 and descent holds for 𝐿 = 1.  

4. The Global Convergent 
In this section, we'll look at Algorithm (2.1)'s global 

convergence. To prove the key facts in this study,  

The following moderate hypotheses are presented 

first.  

4.1 Assumption  

i- The level set 𝑆 = {𝑥 ∈ 𝑅𝑛\𝑓(𝑥) ≤ 𝑓(𝑥0)} is closed 

and bounded at the start point. 

ii- In some N neighborhood of S, 𝑓(𝑥) is an 

constantly applicable and included is a continuous 

lipchitz, which, there, there is a fixed L> 0  s.t: 

‖𝑔(𝑥) − 𝑔(𝑦)‖ ≤ 𝐿‖𝑥 − 𝑦‖, ∀𝑥, 𝑦⁡ ∈ 𝑁 …….(22) 

iii- The goal function is uniformly convex, and there 

are constants 𝜆 > 0 that satisfy the following 

conditions: 

(𝑔(𝑥) − 𝑔(𝑦))
𝑇
(𝑥 − 𝑦) ≤ 𝜆‖𝑥 − 𝑦‖2,⁡⁡⁡  

for any⁡⁡⁡𝑥, 𝑦 ∈ 𝑆.  

Or 𝑦𝑘
𝑘𝑠𝑘 ≥ 𝜆‖𝑠𝑘‖

2 

based on these f assumptions, ∃ a constant 𝑙 ≥ 0 , s.t: 

‖𝑔(𝑥)‖ ≤ 𝑙, and by assumption (i) then there exists 

‖𝑥‖ ≤ 𝑀,⁡⁡⁡⁡∀𝑥 ∈ 𝑆 

𝜂 ≤ ‖𝑔(𝑥)‖ ≤ 𝜂⁡⁡⁡, ∀𝑥 ∈ 𝑆 [11-13] 

4.1. 1 Lemma: [14, 15] 

Suppose 𝑑𝑘is a descent direction and 𝑔𝑘 satisfies the 

Lipchitz condition. If the line search satisfies the 

Wolfe condition then 

𝛼𝑘 ≥
1−𝜎

𝐿

|𝑑𝑘
𝑇𝑔𝑘|

‖𝑑𝑘‖
2   

4.1. 2 Lemma: [16, 17] 

If assumptions (4.1.i) and (4.1.iii) are true, consider 

any (CG) method where 𝑑𝑘+1 is the descent direction 

and the step size 𝛼𝑘 is determined by the strong 

Wolfe line search. If 

∑
1

‖𝑑𝑘+1‖
2 = ∞𝑘≥1      …..(23) 

⇒ 𝑙𝑖𝑚𝑘→∞(𝑖𝑛𝑓‖𝑔𝑘‖) = 0   ….(24)  

4.1.3 Theorem: 

We assume that the descending property holds for 

assumptions (4.1.i) and (4.1.iii), the method of CG 

and the equation (13) and 

 𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘 
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Where the size of the 𝛼𝑘 step was found using a 

strong search for Wolfe line and a convex target 

function uniformly, then 

𝑙𝑖𝑚𝑘→∞(𝑖𝑛𝑓‖𝑔𝑘‖) = 0  

Proof: 
The equation (13) is 

𝑑𝑘+1 = −𝑔𝑘+1 +

{
 

 
𝑦𝑘
𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑠𝑘

−

𝑠𝑘
𝑇𝑠𝑘 ⁡𝑠𝑘

𝑇𝑔𝑘+1
𝑔𝑘
𝑇𝑔𝑘 + 𝑦𝑘

𝑇𝑠𝑘
𝑔𝑘
𝑇𝑔𝑘 + 𝑦𝑘

𝑇𝑠𝑘
}
 

 

𝑑𝑘 

Where 𝛽 =
𝑦𝑘
𝑇𝑔𝑘+1

𝑦𝑘
𝑇𝑠𝑘

−

𝑠𝑘
𝑇𝑠𝑘⁡𝑠𝑘

𝑇𝑔𝑘+1

𝑔𝑘
𝑇𝑔𝑘+𝑦𝑘

𝑇𝑠𝑘

𝑔𝑘
𝑇𝑔𝑘+𝑦𝑘

𝑇𝑠𝑘
 

And squaring both side of it,  We get 

⇒ ‖𝑑𝑘+1‖
2 = ‖−𝑔𝑘+1 + 𝛽𝑑𝑘‖

2     …. (25) 

⇒  ‖𝑑𝑘+1‖
2 ≤ ‖𝑔𝑘+1‖

2 + 𝛽‖𝑑𝑘‖
2   ….(26) 

⇒  ‖𝑑𝑘+1‖
2 ≤ (1 +

𝛽‖𝑑𝑘‖
2

‖𝑔𝑘+1‖
2) ‖𝑔𝑘+1‖

2  ….(27) 

Let 𝑤 = 1 +
𝛽‖𝑑𝑘‖

2

‖𝑔𝑘+1‖
2                                                                                                          

⇒ ‖𝑑𝑘+1‖
2 ≤ 𝑤‖𝑔𝑘+1‖

2    ….(28) 

⇒  ∑
1

‖𝑑𝑘‖
2 ≥

1

𝑤

1

‖𝑔𝑘+1‖
2
∑ 1 = ∞∞
𝑘=0

∞
𝑘=0    ….(29) 

By the lemma (4.2) then  

𝑙𝑖𝑚𝑘→∞(𝑖𝑛𝑓‖𝑔𝑘‖) = 0  

5. Numerical Experiment 
This section displays the numerical results of the new 

method (KHI3). Different values of 𝑑𝑘+1 in the 

proposed algorithm KHI3 were used to test its 

performance (13). We picked (75) large-scale 

unregulated optimization problems taken from [18-

21] for any of the test problems. We also considered 

numerical tests with the number of variables n=100, 

1000 for every test element. These new versions are 

compared to the HS, FR algorithms, known (CG) 

algorithms. With search terms, wolf solid line search 

terms, all these algorithms are implemented. The 

stopping conditions in all these situations are 

‖𝑔𝑘‖ = 10
−6. All codes are written with F77 default 

compiler settings in double-precision FORTRAN 

Language. The test functions typically initially start 

point normal. Figures 1, 2, and 3 show the numerical 

summary results, correspondingly. The performance 

profile is used to view the performance of the KHI3 

algorithm of the built A new CG- algorithm [22]. 

Define P=75 as the entire set of problems with 𝑛𝑝test 

and S = 3 as the set of solutions involved. Let 𝑙𝑝,𝑠 

have a number of evaluations of objective functions 

needed by solver 𝑠 for problem⁡𝑝. Determine average 

results as: 

𝑟𝑝,𝑠 =
𝑙𝑝,𝑠

𝑙𝑝
∗     ….(30) 

Where  𝑙𝑝
∗ = min{𝑙𝑝,𝑠 ∶ 𝑠 ∈ 𝑆}. 𝑟𝑝,𝑠 ≥ 1⁡ for any P,S is 

self-evident. If solver is unable to resolve the 

problem, the 𝑟𝑝,𝑠 ratio is set to a large integer M. The 

cumulative distribution function is used for the 𝑟𝑝,𝑠, to 

create the performance profile for each solver S and 

after.  

𝜌𝑠(𝜏) =
𝑠𝑖𝑧𝑒{𝑝∈𝑃∶𝑟𝑝,𝑠⁡≤𝜏⁡}

𝑛𝑝
    ……(31) 

Obviously , 𝑃𝑠(1) denotes the percentage of problems 

that are Solver S are the most effective. 

 

 
Figure 1: Iteration-Based Performance 

 

 
Figure 2: Function-Based Performance 
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Figure 3: Time-based performance 

 

6. Conclusions 
The new algorithm (KHI 3) presented a new form of 

conjugate gradient (CG) with descent property and 

global convergence with Wolfe line search. The new 

algorithm gives a good result compares with the other 

algorithms. 
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 صيغة جديدة للتدرج المترافق في الامثلية غير المقيدة
 3حسن حسين ابراهيم , 2, خليل خضر عبو  1عصام حيدر خليل
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 الملخص
 من  تحقخنق  اةنية فنم ذن ا الدراسنة انانانا اتجناا دحن  جدخند فنم  واردمينة التندرج المترافنق .رج المترافق من  الطنرق الرسيسنية فنم الام لينة دطريقة الت 

 المقترحة داست دام  ط الدح  وولف.الانحدار كما تم ا دات التقارب الاامل للتقنية 
 م لية غخر المقخدة وعلى نطاق واس .وتعد ال واردمية الجدخدة ناجحة داكل  اص لحل المساسل الا


