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ABSTRACT 

This paper concerned with studding a stability conditions of the 

proposed non-linear  autoregressive time series model Known as Pareto 

Autoregressive model, acronym is defined by Pareto 𝐴𝑅 (𝑝). A 

dynamical method Known as local linearization approximation method 

was used to obtain the stability condition of a non-zero singular point of 

Pareto 𝐴𝑅 (𝑝) model. In addition, we obtain the orbital stability 

condition of a limit cycle in terms of model parameters when the Pareto 

𝐴𝑅 (1) possesses a limit cycle with period  𝑞 > 1 . 

 

 

1- Introduction  
The nonlinear nature of most physical phenomena 

such as random vibrations and nonlinear oscillation 

necessitates that mathematical models have 

nonlinearity in order to be closer to reality and to give 

more accurate explanations that linear models 

additional to the fact that these models clearly show 

the characteristics of this nonlinear nature and the 

most important nonlinear characteristics are. 

1. Jump phenomena that are evident in your burial in 
Duffing equations.  

ẍ(𝑡) + 𝑏ẋ(𝑡) +  𝑐𝑥(𝑡) + 𝑑𝑥3 (𝑡) =
 𝐹 𝑐𝑜𝑠 𝑣𝑡    … (1.1)    
where b,𝑐, 𝑑 are real constants, factor, b ẋ(t) is the 

damping force, 𝐹𝑐𝑜𝑠(𝑣𝑡) be the external force and  

cx(t)+𝑑𝑥3 (t) is the restoring force  

2.  Reliability between wave amplitude and 

frequency which is clearly shown by the Doffing 

equation 

3. The presence of the limit cycle behavior and This 

behavior is characterized by the following Vander -

Pol equation  

  ẍ(𝑡) − 𝑑. [1 − 𝑥2(𝑡)]. ẋ(𝑡) + 𝑐. 𝑥(𝑡) =  0 … ( 1.2) 

A local linear approximation method used to 

approximate nonlinear differential equations to linear 

differential equation near the fixed point of the 

system gives almost better than the straight segment 

approximation method, especially if the solution is 

cyclic to clarify the approximate method of local 

linearity, we consider the non – linear differential 

equation, which is the following Vander- Pol 

equation 

�̈� +  (𝑥2 − 1). �̇�  +  𝑥 = 0 … (1.3) 

By setting   �̇� = 𝑦  and   �̇� = �̈�  equation (1.3) will 

become a system consisting of the following two 

differential equations  

       �̇� =  𝑦     … (1.4𝑎)  

      �̇� = (1 − 𝑥2). 𝑦 – 𝑥            … (1.4𝑏)    
 System (1.4a) , (1.4b)  is called a two – dimensional 

system the state space and the solution is the vector 

(𝑥, 𝑦)𝑇  
which is called the path trajectory.  

Taking the first and second terms of Tylor expansion 

of (1.4) around the origin we get 

Ẋ = X (0,0) + [ 
𝜕

𝜕𝑥
 +  

𝜕

𝜕𝑦
 ] 𝑦  

�̇� = 𝑌 (0,0) + [ 
𝜕

𝜕𝑥
 +  

𝜕

𝜕𝑦 
] ((1 − 𝑥2). 𝑦 − 𝑥)  

Note that both  𝑋 and 𝑌 are functions of 𝑥 and  𝑦 , 

that is 𝑋 = 𝑋(𝑥, 𝑦) and  𝑌 = 𝑌(𝑥, 𝑦) , and  𝑋 (0,0) =
 0, 𝑌(0,0) = 0 , then the system becomes  

�̇� = 𝑦  

�̇� = (−1 − 2𝑥𝑦) + (1 − 𝑥2)  
Or in Matrix form 

[
�̇�
 
�̇�

] = [
0  1
   

−1 − 2𝑥𝑦  1 − 𝑥2
]    [

𝑥
 
𝑦

]          or          [
�̇�
 
�̇�

] =

𝐿(𝑥, 𝑦) [

𝑥
 
𝑦

]  

   Then a local linearization approximation of the 

system (1.3) near the fixed point gives  
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[
�̇�
 
�̇�

] = 𝐿(0,0) [

𝑥
 
𝑦

]     or    [
�̇�
 
�̇�

] = [
0  1
   

−1  1
] [

𝑥
 
𝑦

]  

That is mean  

�̇� = 𝑦     , �̇� = −𝑥 + 𝑦  … (1.5)  

And then we get  

�̈�  − �̇� + 𝑥 = 0       … (1.6) 

In fact, the origin point is not the only fixed point of 

the system (1,2) thus, Chen has stated that the method 

of approximation to local linearity can be applied to 

non – Zero fixed points. [1]  
The local linearization technique can be applied to 

approximate a nonlinear autoregressive time series 

model to a linear one and then obtaining the stability 

conditions of a model in terms of its parameters. 

Many researchers were used this technique such as 

Ozaki T.  in 1982  and in 1985 used this dynamical 

technique in studding the exponential autoregressive 

model.[2],[3], in 2007 Mohammad and Salim In 

studding logistic Autoregressive model.[4],  In 2010 

Mohammed and Ghannam used this technique in 

studding Cauchy autoregressive model.[5], Salim and 

Esmaeel and Jasim in 2011 used the same method In 

studding stability of amplitude dependent exponential 

autoregressive model.[6], in 2012 Salim and Younis 

in studding the stability of a non-linear autoregressive 

models with trigonometric function.[7], Salim and 

Abdullah in 2014 studied the stability conditions of a 

polynomial model with hyperbolic cosine function. 

[8], , Mohammad and Ghaffar in 2016 in studying 

stability of conditional variance GARCH models.[9], 

Mohammad and Mudhir in 2020 used the local 

linearization technique in studding the stability 

condition of exponential GARCH model by a 

dynamical approach [10] . 

2- Preliminaries 
Pareto probability distribution function depend into 

two parameters, the first one is the minimum value of 

a random variable X denoted by  𝑥𝑚  and called the 

scale parameter, the second parameter 𝑎  be the shape  

parameter and the  cumulative distribution function   

(c.d.f)  of  Pareto distribution given by   

𝐹(𝑋, 𝑎, 𝑥𝑚) = 1 − (
𝑥𝑚

𝑋
)  𝑎  

 , 𝑋 ≥ 𝑥𝑚  , 𝑥𝑚 > 0 , 𝑎 >

0   . . . (2.1) 
The probability density function ( p.d.f ) of  Pareto 

distribution  is  

𝑓(𝑋, 𝑎, 𝑥𝑚) =
𝑎  𝑥𝑚

𝑎

𝑋𝑎+1 
 
   , 𝑋 ≥ 𝑥𝑚  , 𝑥𝑚 > 0 , 𝑎 > 0  

Figure (2.1) represents the graph of the cumulative 

distribution function of the Pareto distribution with 

the values of a. . [11], [12] 
The smooth jump from 0 to 1 in the graph of 

cumulative distribution function characterized the 

nonlinear behavior of this function , then it's useful  

to define and suggest  the Pareto autoregressive 

model which is one of nonlinear time series  

 

 
Fig 2.1:  graph of Pareto c.d.f with different values of 𝒂 

 

Definition 2.1 

Let {𝑥𝑡} be a discrete time series then the Pareto AR 

(p) model is defined as follows : 

𝑋𝑡  = ∑ [𝛼𝑙 + 𝛽𝑙{1 −  (
𝑥𝑚

𝑋𝑡−1
) } 

𝐚 ]
𝑝
𝑙=1  . 𝑋𝑡−𝑙 +

𝑍𝑡    ,   𝑍𝑡~𝑖𝑖𝑑𝑁(0, 𝜎𝑍
2 )   … (2.2)  

Where {𝑧𝑡} be a white noise process, 𝑎 and 𝑥𝑚 are 

shape and scale parameters, {𝛼𝑙} and {𝛽𝑙} , 𝑙 =
1,2,3, … . 𝑝 are constants. 

 

Definition 2.2 

Let T be a finite positive integer.  A 𝑘-dimensional 

vector 𝐘∗ is called periodic point with period T 

if  𝐘∗ = 𝑓𝑇(𝐘∗) and 𝐘∗ ≠ 𝑓𝑗(𝐘∗)     for  1 ≤ j < T 

Here 𝐘∗ is a fixed point of  𝑓𝑇, we say that 𝐘∗ is a 

periodic point with period T for some T≥1. And the 

ordered set {𝐘∗, 𝑓(𝐘∗), 𝑓2(Y∗), … , 𝑓𝑇−1(𝐘∗)} is called 

a T-cycle. We say that 𝐘0 is eventually periodic if 

there is  a positive integer  𝑛 such that  𝐘∗ = 𝑓𝑛(𝐘𝟎) 

is periodic. We say that 𝐘𝟎 is asymptotically periodic 

if there exists periodic point 𝐘∗ for which     

 ‖𝑓𝑛(𝐘𝟎) − 𝑓𝑇(𝐘∗)‖ → 0    𝑎𝑠  𝑛 → ∞    .   [1] 
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Definition 2.3 

A singular point 𝑟 of a model   

𝑋𝑇 = 𝑓(𝑋𝑇−1, 𝑋𝑇−2, . . . , 𝑋𝑇−𝑝)   where 𝑓  is linear or 

nonlinear function is defined to be a point for which 

every trajectory of  the model  beginning sufficiently 

closed to the singular point  r approaches to it  either 

for T → ∞ or T → −∞ . If it approaches to a singular 

point for T → ∞ , then its stable singular point, and if 

it approaches to a singular point for T → −∞  , then 

its unstable singular point.[13], [14] 

Definition 2.4 

A limit cycle of a model 

𝑋𝑇 = 𝑓(𝑋𝑇−1, 𝑋𝑇−2, . . . , 𝑋𝑇−𝑝)   where 𝑓  is nonlinear 

function  is defined as an closed isolated trajectory 

𝑦𝑇 , 𝑦𝑇+1 ,𝑦𝑇+2 ,…. , 𝑦𝑇+𝑞= 𝑦𝑇      … (2.3) 

Where the period  𝑞 > 1 be a smallest positive 

integer such that 𝑦𝑇+𝑞= 𝑦𝑇  . Closed means that if the 

initial value ) y1, y2 ,y3 ,…. , yp) belongs to the limit 

cycle, then(y1+kq , y2+kq , … … , yp+kq)  = ) y1, y2 ,y3 

,…. , yp)  for any 𝑘 ∈ 𝑍+. By  Isolated we  mean that 

every trajectory being sufficiently closed to   the limit 

cycle approaches to it  for T → ∞ or  𝑇 →  −∞   If it 

approaches to  the limit cycle for  𝑇 → ∞ , then the 

limit cycle is , but if it approaches to  the limit cycle 

for 𝑇  → −∞ , then the limit cycle is unstable. [13], 

[14] 

3- Stability condition Pareto  AR(p) model 
In this paragraph we study stability for the time series 

model (2.2) 

Whereas, the function [1 − (
𝑥𝑚

𝑥𝑡−1
)   

𝑎 ] has the 

following properties  

1- lim𝑥𝑡−1→𝑥𝑚
𝐹( 𝑥𝑡−1, 𝑎, 𝑥𝑚) = 1 

2- lim𝑥𝑡−1  
→∓∞

𝐹(𝑥𝑡−1, 𝑎, 𝑥𝑚) = 0 

The characteristic equation of the model  (2.2) 

represent the transition between the two Scheme 

∑ (𝛼𝑙 + 𝛽𝑙) 
𝑝
𝑙=1  when 𝑥𝑡−1

 
→ 𝑥𝑚 and  ∑ 𝛼𝑙

𝑝
𝑙=1   when  

𝑥𝑡−1
 

→ ∓ ∞  

To study the stability conditions of (2,2 ) by using a 

local linearization technique , we first   find the 

nonzero singular point of the model by putting 

𝑥𝑡−𝑠 = 𝑟  for   𝑠 = 0,1,2, … , 𝑝  in (2,2) and 

suppressing a white noise process 𝑍𝑡  ,  we get 

𝑟=∑  
𝑝
𝑙=1 [𝛼𝑙 +  𝛽𝑙  (1 − (

𝑥𝑚

𝑟 
)   

𝐚  )]  𝑟 

1-∑  
𝑝
𝑙=1 𝛼𝑙  =  ∑  

𝑝
𝑙=1 𝛽𝑙-∑  

𝑝
𝑙=1 𝛽𝑙 (

𝑥𝑚

𝑟 
)   

𝐚   

1-(∑  
𝑝
𝑙=1 (𝛼𝑙 +  𝛽𝑙))= - ∑ 𝛽𝑙  

𝑝
𝑙=1 (

𝑥𝑚

𝑟 
)   

𝐚  

1−(∑  
𝑝
𝑙=1

(𝛼𝑙+ 𝛽𝑙))

− ∑ 𝛽𝑙 
𝑝
𝑙=1

 = (
𝑥𝑚

𝑟 
)   

𝐚  

(∑  
𝑝
𝑙=1

(𝛼𝑙+ 𝛽𝑙))−1

 ∑ 𝛽𝑙 
𝑝
𝑙=1

= (
𝑥𝑚

𝑟 
)   

𝐚              

Let   𝑘 =  
(∑  

𝑝
𝑙=1

(𝛼𝑙+ 𝛽𝑙))−1

 ∑ 𝐵𝑙 
𝑝
𝑙=1

      then     𝑘
1

𝐚 =  
𝑥𝑚

𝑟 
   and we 

get  

𝑟 =
𝑥𝑚

√𝑘
𝐚       … (3.1) 

Then the non-zero singular point for Pareto AR (p) 

model exists and real if  𝑘 > 0 , that is  

(∑  
𝑝
𝑙=1

(𝛼𝑙+ 𝛽𝑙))−1

 ∑ 𝐵𝑙 
𝑝
𝑙=1

>     0   … (3.2)  

PROPOSITION 3.1 
Pareto AR (p) model defined in (2, 2) is 

asymptotically stable if all the roots of characteristic 

equation  
𝜆𝑝 − ∑ ℎ𝑗𝜆𝑝−𝑗 = 0         

𝑝
𝑗=1  lies inside the unit circle, 

where  

ℎ1 = 𝛼1 + 𝛽1(1 − 𝑘) + 𝑎𝑘 ∑ 𝛽𝑙
𝑝
𝑙=1         … (3.3) 

ℎ𝑗 = 𝛼𝑗 + (1 − 𝑘)𝛽𝑗                   for  𝑗 = 1,2,3, … . . 𝑝   

… (3.4) 
Proof:  
Closed to the nonzero singular point of the model we 

consider the variation difference equation in the 

neighborhood of r by setting  𝑥𝑡−𝑠 = 𝑟 + 𝑟𝑡−𝑠 , where 

𝑟𝑡−𝑠 be the radius of a neighborhood such that 

|𝑟𝑡−𝑠|𝑛 → 0    for  n ≥ 2  , 𝑠 = 0,1,2, … , 𝑝   in Pareto 

AR(p) model (2.2) after  the white noise be 

suppressed we get  

𝑟 + 𝑟𝑡 =  ∑ [𝛼𝑙 + 𝛽𝑙  (1 − (
𝑥𝑚

𝑟+𝑟𝑡−1
)

𝐚

)]
𝑝
𝑙=1 (𝑟 +

𝑟𝑡−𝑙)     … (3.5)  
By using Maclaurin expansion of   (1 +

𝑟t−1

𝑟
)

−𝐚

   we 

get 
1 − (

𝑥𝑚

𝑟+𝑟𝑡−1
)

𝐚

= 1 − (
𝑟+𝑟𝑡−1

𝑥𝑚
)

−𝐚

  
1 − (

𝑥m

𝑟+𝑟t−1
)

𝐚

= 1 − ((
1

𝑥m
)

−𝐚

) (𝑟)−𝐚 (1 +
 𝑟t−1

𝑟
)

−𝐚

  
= 1 − ((

𝑥𝑚

𝑟
)

𝐚
) (1 −

 𝐚 𝑟𝑡+1

𝑟
+ (−𝐚) (−𝐚 − 1)

 𝑟𝑡−1
2

𝑟
+ ⋯ )  

But   𝑟𝑡−1
2 → 0  then 

1 − (
𝑥𝑚

𝑟+𝑟𝑡−1
)

𝐚

= 1 − (
𝑥𝑚

𝑟
)

𝐚

(1 −
 𝐚𝑟𝑡−1

𝑟
)  

= 1 − 𝑘 (1 −
𝐚𝑟𝑡−1

𝑥𝑚

√𝑘
𝒂

) = 1 − 𝑘 (1 −
𝐚 √𝑘

𝐚
 𝑟𝑡−1

𝑥𝑚
)   , then  

1 − (
𝑥𝑚

𝑟+𝑟𝑡−1
)

𝐚

  = 1 − 𝑘 + (
𝐚𝑘 √𝑘

𝐚
 𝑟𝑡−1

𝑥𝑚
) … (3.6)  

And by substituting (3.6) in equation (3.5) we get  
𝑟 + 𝑟𝑡 =  ∑ [𝛼𝑖 + 𝛽𝑖  (1 − 𝑘 + (

𝑎𝑘 √𝑘
𝑎

 𝑟𝑡−1

𝑥𝑚
)]

𝑝
𝑖=1 (𝑟 +

𝑟𝑡−𝑙)  
𝑟 + 𝑟𝑡 =  ∑ [𝛼𝑙 + 𝛽𝑙 − 𝛽𝑙𝑘 + (

𝛽𝑙 𝐚𝑘 √𝑘
𝐚

 𝑟𝑡−1

𝑥𝑚
)] (𝑟 +

𝑝
𝑙=1

𝑟𝑡−𝑙)  

𝑟 + 𝑟𝑡 =  ∑ 𝛼𝑙𝑟 + ∑ 𝛼𝑙𝑟𝑡−𝑙
𝑝
𝑙=1 + ∑ 𝛽𝑙𝑟

𝑝
𝑙=1

𝑝
𝑙=1 +

∑ 𝛽𝑙𝑟𝑡−𝑙
𝑝
𝑙=1 −

 ∑ 𝛽𝑙𝑘𝑟 − ∑ 𝛽𝑙𝑘𝑟𝑡−𝑙
𝑝
𝑖=1 +

𝑝
𝑙=1

∑ 𝛽𝑙𝐚𝑘 √𝑘 
𝐚

𝑟𝑡−1𝑟
𝑝
𝑙=1

𝑥𝑚
+

 
∑ 𝛽𝑙𝐚𝑘 √𝑘 

𝐚
𝑟𝑡−1𝑟𝑡−𝑙

𝑝
𝑙=1

𝑥𝑚
  

But |𝑟𝑡−1𝑟𝑡−𝑙  | → 0 then     
𝑟 + 𝑟𝑡 = 𝑟[∑ 𝛼𝑙 + (1 − 𝑘) ∑ 𝛽𝑙  

𝑝
𝑙=1

𝑝
𝑙=1 ] +

 
∑ 𝛽𝑙𝐚𝑘 √𝑘 

𝐚
𝑟𝑡−1𝑟

𝑝
𝑙=1

𝑥𝑚
 +  ∑ [𝛼𝑙 + 𝛽𝑙(1 − 𝑘)]𝑟𝑡−1

𝑝
𝑙=1   

𝑟𝑡 =  
∑ 𝛽𝑙𝐚𝑘 √𝑘 

𝐚
𝑟𝑡−1

𝑝
𝑙=1

𝑥𝑚
 

𝑥𝑚

√𝑘 
𝐚 + ∑ 𝛼𝑙 + (1 − 𝑘)𝛽𝑙𝑟𝑡−1

𝑝
𝑙=1   

𝑟𝑡 = [𝛼1 + (1 − 𝑘)𝛽1 +  𝐚𝑘 ∑ 𝛽𝑙
𝑝
𝑙=1 ]𝑟𝑡−1 +

∑  
𝑝
𝑙=2 [𝛼𝑙 + 𝛽𝑙(1 − 𝑘)]𝑟𝑡−𝑙      … (3.7)  
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which is a linear difference equation of order 𝑝   in 

the form  

𝑟𝑡 = ℎ1𝑟𝑡−1 + ℎ2𝑟𝑡−2 + ⋯ ℎ𝑝𝑟𝑡−𝑝   … (3.8)  

where  

ℎ1 = 𝛼1 + 𝛽1(1 − 𝑘) + 𝐚𝑘 ∑ 𝛽𝑙
𝑝
𝑙=1        

ℎ𝑗 = 𝛼𝑗 + (1 − 𝑘)𝛽𝑗          for  𝑗 = 1,2,3 … . . 𝑝   

And the non-zero singular point of the Pareto AR (p) 

model is stable if all the roots  

of characteristic equation given by  𝜆𝑝 −
∑ ℎ𝑗

𝑝
𝑗=1 𝜆𝑝−𝑗 = 0   lies inside unit circle   

In the following proposition we find the stability 

condition of a limit cycle when    

Pareto AR (1) possess a limit cycle of period 𝑞 > 1 

PROPOSITION 3.2 

If the following Pareto AR (1) model possess a limit 

cycle of period  𝑞 > 1 
𝑥𝑡 =  [𝛼1 + 𝛽1 (1 − (

𝑥𝑚

𝑥𝑡−1
)

𝑎

)]  𝑥𝑡−1 + 𝑍𝑡       … (3.9) 
    Then the model (3.9) is orbital stable if   

|∏ [𝛼1 + 𝛽1 (1 − (1 − 𝑎) (
𝑥𝑚

𝑥𝑡−1
)

𝑎
)]

𝑞
𝑗=1  | < 1       … (3.10)   

Proof: 

Let     𝑥𝑡 , 𝑥𝑡+1, 𝑥𝑡+2, … , 𝑥𝑡+𝑞 = 𝑥𝑡 be a limit cycle of 

period 𝑞 > 1,  near each point of a limit cycle  

𝑥𝑠   suppose  r𝑠  be  the radius of a neighborhood 

whose center is the point 𝑥𝑠  such that 𝑟𝑠
𝑛 → 0 for 

𝑛 ≥  2   and for 𝑠 = 𝑡, 𝑡 + 1, … , 𝑡 + 𝑞, by replacing 

𝑥𝑠 in (3.10) by  𝑥𝑠 + r𝑠 for s =  t , t − 1   after 

suppressing a white noise process  we get 

𝑥𝑡 + 𝑟𝑡 = [𝛼1 + 𝛽1 (1 − (
𝑥𝑚

𝑥𝑡−1+ 𝑟𝑡−1
)

𝑎

)]  (𝑥𝑡−1 +

𝑟𝑡−1)      … (3.11) 

By using Maclaurin expansion of   1 − (
𝑥𝑚

𝑥𝑡−1+ 𝑟𝑡−1
)

𝑎

   

we get  

1 − (
𝑥m

𝑥t−1+ 𝑟t−1
)

𝑎

=  1 − (
𝑥t−1+ 𝑟t−1

𝑥m
)

−𝑎

  
= 1 − (

1

𝑥m
)

−𝑎

 (𝑥t−1)−𝑎  (1 +
 𝑟t−1

𝑥t−1
)

−𝑎

  
= 1 −  (

𝑥m

𝑥t−1
)

𝑎

  (1 −
𝑎 𝑟t−1

𝑥t−1
)  , then 

1 − (
𝑥m

𝑥t−1+ 𝑟t−1
)

𝑎
 = 1 − (

𝑥m

𝑥t−1
)

𝑎
+ (

𝑥m

𝑥t−1
)

𝑎
   

𝑎 𝑟t−1

𝑥t−1
  … (3.12) 

 By substituting (3.12) in equation (3.11) we get  
𝑥t +  𝑟t =

[α1 + β1 (1 − (
𝑥m

𝑥t−1
)

𝑎

+ (
𝑥m

𝑥t−1
)

𝑎

 
𝑎𝑟t−1

𝑥t−1
)] (𝑥t−1 +

𝑟t−1)  
𝑥t +  𝑟t = α1𝑥t−1 + α1𝑟t−1 + β1𝑥t−1(1 − (

𝑥m

𝑥t−1
)

𝑎
+

(
𝑥m

𝑥t−1
)

𝑎 𝑎𝑟t−1

𝑥t−1
  

+β1𝑟t−1  (1 − (
𝑥m

𝑥t−1
)

𝑎

+ (
𝑥m

𝑥t−1
)

𝑎

 
𝑎𝑟t−1

𝑥t−1
)  

𝑥t +  𝑟t = (∝1+ β1(1 − (
𝑥m

𝑥t−1
)

𝑎

) 𝑥t−1 +

β1xt−1 (
𝑥m

𝑥t−1
)

𝑎

  
𝑎rt−1

𝑥t−1
  

+α1𝑟t−1 + β1𝑟t−1 − β1𝑟t−1 (
𝑥m

𝑥t−1
)

𝑎

+

 β1 (
𝑥m

𝑥t−1
)

𝑎

 
𝑎 𝑟𝑡−1

2

𝑥t−1
  

But   𝑟𝑡−1
2 → 0  then 

𝑟t = β1 (
𝑥m

𝑥t−1
)

𝑎

𝑎 𝑟t−1 + β1𝑟t−1 −  β1𝑟t−1 (
𝑥m

𝑥t−1
)

𝑎

+

 α1𝑟t−1  
𝑟𝑡 =  [𝛼1 + 𝛽1 (1 − (1 − 𝑎) (

𝑥𝑚

𝑥𝑡−1
)

𝑎

)]  𝑟𝑡−1     … 

(3.13) 
   equation (3.13) is difference equation of variable 

coefficients of the first order and it’s difficult to solve 

exactly but we discuss the convergence of the 

equation (3.13) to zero by checking the ratio  |
𝑟𝑡

𝑟𝑡+𝑞
| , 

the difference equation (3.13) is stable  (lim𝑡→∞ 𝑟𝑡 =

0  ) if   |
𝑟𝑡

𝑟𝑡+𝑞
| < 1 

Let    𝑇(𝑥𝑡−1) =  𝛼1 + 𝛽1 (1 − (1 − 𝑎) (
𝑥𝑚

𝑥𝑡−1
)

𝑎

), 

then we can write   

  𝑟t+1 = T(𝑥t)𝑟t 
Consequently    

 

𝑟t+q = T(𝑥t+q−1)𝑟t+q−1 =

T(𝑥t+q−1)T(𝑥t+q−2)𝑟t+q−2 =

  T(𝑥t+q−1)T(𝑥t+q−2)T(𝑥t+q−3)𝑟t+q−3  
  And after 𝑞 iteration we get    

𝑟t+q = ∏ 𝑇(𝑥𝑡+𝑞−𝑗).
𝑞
𝑗=1 𝑟t , then  

|
𝑟t+q

𝑟t
| = |∏ 𝑇(𝑥𝑡+𝑞−𝑗)

𝑞
𝑗=1 |  

Finally the difference equation (3.13) is stable if   

|∏ T(𝑥t+q−j)
q
j=1  | < 1  

Finally, the limit cycle (if it exists) of Pareto AR (1) 

model is orbitally stable if 
|∏ [α1 + β1 (1 − (1 − 𝑎) (

𝑥m

𝑥t−1
)

𝑎

)]
q
j=1  | < 1  

Example 3.1 

Consider the following Pareto AR (3) model that 

obtained by modelling the monthly mean Ozone data 

for the years (1990-2019) 

𝑥𝑡  = ∑ [αi + 𝛽𝑖(1 − (
𝑥𝑚

𝑥𝑡−1
)  ) 

𝑎 ]3
𝑖=1  𝑥𝑡−𝑖 + 𝑧𝑡  … (3.15) 

Where the parameter’s values are given by  

α1 = 1.571292   , β1 = −0.178009  

α2 = −0.582187 , β2 = −0.337623  
α3 = 0.066526  ,    β3 = 0.082280  

𝑥𝑚 = 217.035    ,   𝑎 = 0.772381  

    By using (3.2) we calculate k=0.8715 ≥0 , then the 

nonzero singular point exists and equal to 259.2701 

and by applying  equations (3.3) and (3.4) we obtain 

that  ℎ1 = 1.2567 , ℎ2 = -0.6256 , ℎ3 = 0.0771 , and 

the root of the characteristic equation 

 𝜆3 − 1.12567𝜆2 + 0.6256𝜆  − 0.0771 = 0   are  

𝜆1
  = 0.17777, 𝜆2 = 0.53946 + 0.37772 𝑖 , 𝜆3 =

0.53946 − 0.37772𝑖 
   Since |𝜆1| = |0.17777| < 1  and 

 |𝜆2| = |𝜆3| = √(053946)2 + (0.37771 )2  =

√0.4337 =   0.6586 < 1 
Then the Model (3.15) is asymptotically stable. Fig 

(3.1) shows the convergence of trajectories that 

starting from different initial values to a nonzero 

singular point of the model. 
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Fig.  3.1: Trajectory plot of Model (3.15) 
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 الملخص
بنموذج باريتو للانحدار  المقترح والمسمىالزمنية الانحدار الذاتي الغير خطي  نموذج المتسلسلاتالهدف من هذه الورقة هي دراسة شروط استقراريه 

. تم استخدام طريقة التقريب الخطية المحلية لإيجاد شروط استقراريه النقطة المنفردة غير (Pareto AR(p))ويعرف اختصارا بـ  𝑝الذاتي من الرتبة 
من  الدورية وفقا لمعلمات نموذج باريتو للانحدار الذاتياضافة الى ايجاد شروط الاستقرار المداري للغاية  لمعلماته.الصفرية للنموذج المقترح تبعا 

𝑞في حالة امتلاكه لغاية دورية بالدورة    (Pareto AR (1))رتبة الاولى ال > 1 . 


