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ABSTRACT 

In this paper, we suggest Gompertz Autoregressive model 

by using the cumulative distribution function of Gompertz 

distribution and, the aim of this paper is studying and finding 

the stability conditions of a limit cycle for the Gompertz 

Autoregressive model with period, 𝑞 > 1 with giving some 

examples for Gompertz AR (1) to explain the orbital stable or 

the orbital unstable with plots the trajectories with different 

initial values.  

 

1- Introduction 
In this field, we proposed one of a nonlinear 

autoregressive model, which is Gompertz 

autoregressive model with order 𝑝  and denoted by 

Gompertz AR(𝑝) model. it depend on the cumulative 

distribution function for the Gompertz distribution . 

In this non- linear autoregressive model, we will  

study and find  the stability conditions for limit cycle 

by using the local linearization approximation method 

when period  𝑞 > 1 with giving some examples to 

Gompertz AR(1) and show when the model be an 

orbital stable and orbital unstable. we will study only 

the stability conditions for limit when period 𝑞  by 

using the state space .  

Many searchers have been able to study the stability 

conditions of the limit cycle for many of non- linear 

time series models. In (1977), Oda and Ozaki studied 

exponential autoregressive model [1] . In (1988) 

Priestley M.B. studied the non-stability and non-

linear time series[2]. In 2007 Mohammad and Salim 

studied the stability of logistic autoregressive 

model,[3]. In (2018), Salim and Ahmed studied 

Stability of a Non-Linear Exponential Autoregressive 

Model [4]. In (2019), Salim and Youns studied Study 

of Stability of Non-Linear Model with Hyperbolic 

Secant function, [5]. In (2020), Mohammad and 

Hamdi and Khaleel studied On Stability Conditions 

of Pareto Autoregressive Model, [6]. 

 In this paper we  study and find the stability 

conditions of a limit cycle for some nonlinear 

(Gompertz Autoregressive model ) and give many 

examples in order to explain the orbital stable or the 

orbital unstable with plots the trajectories with 

different initial values . 

2- Concepts and Definitions 

In 1825, Benjamin Gompertz introduced the 

Gompertz distribution. A random variable X has the 

Gompertz distribution with two parameters, the first 

one 𝜆 is called scale parameter and the second 𝛾 is 

called shape parameter.The probability density 

function (p.d.f) of Gompertz distribution is 

𝑓(𝑋; 𝛾, 𝜆) = 𝛾𝑒𝜆𝑥. 𝑒
−𝛾

𝜆
(𝑒𝜆𝑥  −1)   ,     𝑋 > 0      𝛾, 𝜆 > 0  

And the cumulative distribution function (c.d.f) of 

Gompertz distribution is 

http://tjps.tu.edu.iq/index.php/j
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𝐹(𝑋; 𝛾, 𝜆) = 1 − 𝑒
−𝛾
𝜆

(𝑒𝜆𝑥−1)
     ,   𝑋 > 0      𝛾, 𝜆

> 0   … (2.1) 

Figure (2.1) shows the graph of (c.d.f) of Gompertz 

distribution with different values of  𝜆  and Figure 

(2.2) shows the graph of (c.d.f) of Gompertz 

distribution with different values of  𝛾 

The smooth jump from 0 to 1 in the under graph of 

the cumulative distribution function characterized the 

nonlinear behavior. It is useful to define and suggest 

the Gompertz autoregressive model which is one of 

nonlinear time series [7,8]. 
 

 
Fig. (2.1): graph (c.d.f) of Gompertz dist. With different 

values of 𝝀 
 

 
Fig. (2.2): graph (c.d.f) of Gompertz dist. With different 

values of  𝜸 
 

Definition 2.1   

Let T be a finite positive integer.  A 𝑘-dimensional 

vector X∗ is called periodic point with period T 

if  X∗ = 𝑓𝑇(X∗) and X∗ ≠ 𝑓𝑗(X∗)     for  1 ≤ j < T 

Here X∗ is a fixed point of  𝑓𝑇, we say that X∗ is a 

periodic point with period T for some T≥1. And the 

ordered set {X∗, 𝑓(X∗), 𝑓2(X∗), … , 𝑓𝑇−1(X∗)} is called 

a T-cycle. We say that X0 is eventually periodic if 

there is  a positive integer  𝑛 such that  X∗ = 𝑓𝑛(X𝟎) 

is periodic. We say that X𝟎 is asymptotically periodic 

if there exists periodic point X∗ for which     

 ‖𝑓𝑛(X𝟎) − 𝑓𝑇(X)‖ → 0    𝑎𝑠  𝑛 → ∞  . [9] 

Definition 2.2 

A limit cycle of a model   

𝑋𝑇 = 𝑓(𝑋𝑇−1, 𝑋𝑇−2, . . . , 𝑋𝑇−𝑝)   where 𝑓  is nonlinear 

function is defined as an closed isolated trajectory 

𝑦𝑇 , 𝑦𝑇+1 ,𝑦𝑇+2 ,…. , 𝑦𝑇+𝑞= 𝑦𝑇      

Where the period  𝑞 > 1 be a smallest positive 

integer such that 𝑦𝑇+𝑞= 𝑦𝑇  . Closed means that if the 

initial value ) y1, y2 ,y3 ,…. , yp) belongs to the limit 

cycle, then(y1+kq , y2+kq , … … , yp+kq)  = ) y1, y2 ,y3 

,…. , yp)  for any 𝑘 ∈ 𝑍+. By Isolated we mean that 

every trajectory be sufficiently closed to   the limit 

cycle approaches to it for T → ∞ or  𝑇 → −∞   If it 

approaches to the limit cycle for  𝑇 → ∞ , then the 

limit cycle is , but if it approaches to  the limit cycle 

for 𝑇  → −∞ , then the limit cycle is unstable.  

[6],[10] . 

Definition 2.3 

By an attractor for f we mean a compact set A such 

that the 𝐵 = {𝑥: lim𝑛→∞ ‖𝑓𝑛(𝑥) − 𝑦‖𝑦∈𝐴
𝑖𝑛𝑓

= 0}  have 

a positive Lebesgue measure and A is a minimal with 

respect to this property. The set B is called the Basin 

of attraction for A and it is some time denoted by 

B(A) . if the attractor is a set of T points 
{𝑥1, 𝑥2, … , 𝑥𝑇} such that 𝑓(𝑥𝑛) = 𝑥𝑛+1 ,   n=1,2,… T-

1 and 𝑓(𝑥𝑇) = 𝑥1 then we call the attractor A   limit 

cycle and if T=1 then we call it a limit point.[3],[9] 

Definition 2.4 

A singular point 𝜓 of a (proposed) model   𝑋𝑇 =
𝑓(𝑋𝑇−1, 𝑋𝑇−2, . . . , 𝑋𝑇−𝑝)   where 𝑓 a nonlinear 

function is defined to be a point for which every 

trajectory of  the model  beginning sufficiently closed 

to the singular point 𝜓  approaches to it  either for 

T → ∞ or T → −∞ . If it approaches to a singular 

point for T → ∞ , then it is stable singular point, and 

if it approaches to a singular point for T → −∞  , then 

it is unstable singular point. [11],[12] . 

Definition 2.5 (Gompertz AR(𝑝): The proposed 

model. 

Let {𝑥𝑡} be a discrete time series then the Gompertz 

AR(𝑝) model(the proposed model) is defined by 

𝑥t = ∑ [α𝑖 + β𝑖  (1 − 𝑒
−𝛾

𝜆
(𝑒𝜆𝑥𝑡−1  −1))]

𝑝
𝑖=1 𝑥t−𝑖  +

Zt    … (2.2)     
Where         𝑍𝑡  ~ 𝑖𝑖𝑑𝑁(0, 𝜎𝑧

2) 

Where {𝑍𝑡} be a white noise process, 𝛾 and 𝜆 are 

shape and scale parameters respectively, {𝛼𝑖} and 
{𝛽𝑖} are constants     𝑖 = 1,2,3, … , 𝑝 . 

In the following proposition we find the stability 

condition of a limit cycle when Gompertz AR (1) has 

a limit cycle of period > 1 . 

PROPOSITION 3.1 

If the following Gompertz AR (1) model has a limit 

cycle of period  𝑞 > 1 
𝑥𝑡 = [𝛼1 + 𝛽1 (1 − 𝑒

−𝛾

𝜆
(𝑒𝜆𝑥𝑡−1  −1))] 𝑥𝑡−1 + 𝑧𝑡  … (3.1)    

Then the model (3.1) is orbital stable if 

|∏ [𝛼1 + 𝛽1 −
𝑞
𝑗=1

𝛽1𝑒
−𝛾

𝜆
(𝑒

𝜆𝑥𝑡+𝑗−1−1)
(1 − 𝛾𝑥𝑡+𝑗−1 𝑒

𝜆𝑥𝑡+𝑗−1)] | < 1… (3.2)          

Proof: 

Let     𝑥𝑡 , 𝑥𝑡+1, 𝑥𝑡+2, … , 𝑥𝑡+𝑞 = 𝑥𝑡 be a limit cycle of 

period 𝑞 > 1,  near each point of a limit cycle  

𝑥𝑠   suppose  𝜓𝑠  be  the radius of a neighborhood 
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whose center is the point 𝑥𝑠  such that 𝜓𝑠
𝑛 → 0   for 

𝑛 ≥  2   and for 𝑠 = 𝑡, 𝑡 + 1,… , 𝑡 + 𝑞, by replacing 

𝑥𝑠 in (3.1) by  𝑥𝑠 + 𝜓𝑠 for s =  t , t − 1   after 

suppressing a white noise process  we get: 
𝑥t + 𝜓𝑡  = [α1 + β1 (1 − 𝑒

−𝛾

𝜆
[𝑒𝜆(𝑥𝑡−1+𝜓𝑡−1) −1])] (𝑥t−1 +

𝜓t−1) … (3.3)    

We can approximate this term 𝑒
−𝛾

𝜆
[𝑒𝜆(𝑥𝑡−1+𝜓𝑡−1) −1]

  to 

get 

𝑒
−𝛾

𝜆
[𝑒𝜆(𝑥𝑡−1+𝜓𝑡−1) −1] = 𝑒

−𝛾

𝜆
 [𝑒𝜆𝑥𝑡−1   𝑒𝜆𝜓𝑡−1]+

𝛾

𝜆    … (3.4)          
By using Taylor expansion for  𝑒𝜆𝜓𝑡−1  we get 

𝑒𝜆𝜓𝑡−1 =  1 + 𝜆𝜓𝑡−1 +
(𝜆𝜓𝑡−1)2

2!
+ ⋯ ≅  1 +

𝜆𝜓𝑡−1   … (3.5)           

By substituting (3.5) in (3.4) we get 

= 𝑒
−𝛾

𝜆
(1+𝜆𝜓𝑡−1)  𝑒𝜆𝑥𝑡−1  +

𝛾

𝜆  
= 𝑒

−𝛾

𝜆
  𝑒𝜆𝑥𝑡−1  −𝛾𝜓𝑡−1   𝑒𝜆𝑥𝑡−1  +

𝛾

𝜆  

= 𝑒
−𝛾

𝜆
  𝑒𝜆𝑥𝑡−1

   .      𝑒−𝛾 𝜓𝑡−1   𝑒𝜆 𝑥𝑡−1        .     𝑒
𝛾

𝜆  

= 𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1)       𝑒−𝛾𝜓𝑡−1   𝑒𝜆𝑥𝑡−1   … (3.6)     

By using Taylor  expansion  for   𝑒−𝛾𝜓𝑡−1   𝑒𝜆𝑥𝑡−1
 we 

get 

𝑒−𝛾𝜓𝑡−1   𝑒𝜆𝑥𝑡−1 =

1 − 𝛾𝜓𝑡−1   𝑒
𝜆𝑥𝑡−1 +

(𝛾𝜓𝑡−1   𝑒𝜆𝑥𝑡−1)
2

2!
− ⋯ ≅ 1 −

𝛾𝜓𝑡−1   𝑒
𝜆𝑥𝑡−1 … (3.7)  

By substituting (3.7) in (3.6) we get 

𝑒
−𝛾

𝜆
[𝑒𝜆(𝑥𝑡−1+𝜓𝑡−1) −1]  =  𝑒

−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1   −1)      (1 −

𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1  ) … (3.8)     

By substituting (3.8) in (3.3) we get 

𝑥𝑡 + 𝜓𝑡 = (𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1) (1 −

𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1  )]) (𝑥𝑡−1 + 𝜓𝑡−1)  

=

(𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1   −1)] +

𝛽1𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1  𝑒

−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1) ) (𝑥𝑡−1 + 𝜓𝑡−1)  

=

[(𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
(  𝑒𝜆𝑥𝑡−1    −1)]) +

(𝛽1𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1  𝑒

−𝛾

𝜆
(  𝑒𝜆𝑥𝑡−1    −1))] (𝑥𝑡−1 + 𝜓𝑡−1)  

= (𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1)]) 𝑥𝑡−1 +

(𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
(  𝑒𝜆𝑥𝑡−1    −1)])  

𝜓𝑡−1 + (𝛽1𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1 𝑒

−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1)) 𝑥𝑡−1 +

(𝛽1𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1 𝑒

−𝛾

𝜆
  (𝑒𝜆𝑥𝑡−1    −1))𝜓𝑡−1  

but  (𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1)]) 𝑥𝑡−1 = 𝑥𝑡  

𝜓𝑡 = (𝛼1 + 𝛽1 [1 − 𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1)]) 𝜓𝑡−1 +

(𝛽1𝛾𝜓𝑡−1  𝑒
𝜆𝑥𝑡−1 𝑒

−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1)) 𝑥𝑡−1 +

(𝛽1𝛾  𝑒𝜆𝑥𝑡−1  𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1))𝜓𝑡−1

2                                  
But     𝜓𝑡−1

𝑛  → 0  for all  n ≥ 2  this implies to all the 

term 

(𝛽1𝛾  𝑒𝜆𝑥𝑡−1  𝑒
−𝛾

𝜆
 ( 𝑒𝜆𝑥𝑡−1    −1))𝜓𝑡−1

2   = 0 

𝜓𝑡 = [𝛼1 + 𝛽1 − 𝛽1𝑒
−𝛾

𝜆
(𝑒𝜆𝑥𝑡−1−1)(1 − 𝛾𝑥𝑡−1 𝑒

𝜆𝑥𝑡−1)]  

𝜓𝑡−1 … (3.9) 

equation (3.9) is a difference equation of variable 

coefficients of the first order and it’s difficult to solve 

it exactly but we discuss the convergence of the 

equation (3.9) to zero by checking the ratio  |
𝜓𝑡

𝜓𝑡+𝑞
| , 

the difference equation (3.9) is stable  (lim𝑡→∞ 𝜓𝑡 =

0    ) if   |
𝜓𝑡

𝜓𝑡+𝑞
| < 1 

Let    𝑇(𝑥𝑡−1) = [𝛼1 + 𝛽1 − 𝛽1𝑒
−𝛾

𝜆
(𝑒𝜆𝑥𝑡−1−1)(1 −

𝛾𝑥𝑡−1 𝑒
𝜆𝑥𝑡−1)]   then we can write 

𝜓t+1 = T(𝑥t)𝜓t       Consequently 

𝜓t+q = T(𝑥t+q−1)𝜓t+q−1 =

T(𝑥t+q−1)T(𝑥t+q−2)𝜓t+q−2 =

  T(𝑥t+q−1)T(𝑥t+q−2)T(𝑥t+q−3)𝜓t+q−3  
And after  𝑞 iteration we get    

𝜓t+q = ∏ 𝑇(𝑥𝑡+𝑞−𝑗).
𝑞
𝑗=1 𝜓t, then |

𝜓t+q

𝜓t
| =

|∏ 𝑇(𝑥𝑡+𝑞−𝑗)
𝑞
𝑗=1 | 

Finally the difference equation (3.9) is stable if  

|∏ T(𝑥t+q−j)
q
j=1  | < 1 

Finally, the limit cycle (if it exists) of Gompertz AR 

(1) model is orbital stable if 
|∏ [𝛼1 + 𝛽1 −

𝑞
𝑗=1

𝛽1𝑒
−𝛾

𝜆
(𝑒

𝜆𝑥𝑡+𝑗−1−1)
(1 − 𝛾𝑥𝑡+𝑗−1 𝑒

𝜆𝑥𝑡+𝑗−1)] | < 1  . 

The following proposition is generalized to 

proposition (3.1) when the model order p and p > 1 

in this case will write the model in state space as 

follows 
𝑋𝑡 =

 

[
 
 
 
 𝛼1 + 𝛽1(1 − 𝑒

−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1]) … 𝛼𝑝−1 + 𝛽𝑝−1(1 − 𝑒
−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1]) 𝛼𝑝 + 𝛽𝑝(1 − 𝑒
−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1] )

1 … 0                                        0
0
⋮
0

…
⋱
…

0                                        0
0                                        0
1                                         0 ]

 
 
 
 

  𝑋𝑡−1 +

𝑒𝑡       … (3.10)   

Where   xt, xt−1, et are known vectors on the space 

RP  as follows 

Xt  = (𝑥t, 𝑥t−1, … , 𝑥t−P+1)
T  , Xt−1 =

(𝑥t−1, 𝑥t−2, … , 𝑥t−P)
T, et = (Zt, 0,0… ,0)T where et is 

a white noise . and the matrix elements depend on the 

random variable xt−1 that means the model in  (3.10) 

can be expressed as follows  
 Xt  = T(𝑥t−1)Xt−1 + et   or    Xt+1  = T(𝑥t)Xt + et+1 

Proposition 3.2: 

A limit cycle with period q and q > 1 if it exists for 

Gompertz AR(p) is orbitally stable if and only if all 

the eigenvalues of  Matrix A have absolute values 

less than One . 

 where    A = A𝑞A𝑞−1 … . A1 = ∏ 𝐴𝑗
𝑞
𝑗=1     and 

𝐀j =

[
 
 
 
 a1,1

(j)
a1,2
(j)

⋯ a1,p−1
(j)

a1,p
(j)

1 0 ⋯ 0 0
0 1 ⋯ 0 0
⋮ ⋮ ⋱ ⋮ ⋮
0 0 ⋯ 1 0 ]

 
 
 
 

  ,      𝑗 = 1,… , 𝑞  

𝑎1,1
(j)

= [𝛼1 + 𝛽1 − 𝛽1 𝑒
−𝛾

𝜆
(𝑒𝜆𝑥𝑡−1−1)(1 − 𝛾𝑥𝑡−1 𝑒

𝜆𝑥𝑡−1)]  
𝑎1,k

(j)
= 𝛼𝑘 + 𝛽𝑘 (1 − 𝑒

−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1])    , k =

2,3… , p   … (3.11)  
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Proof : 

Let the Gompertz AR(P)  has represented in state 

space and has a limit cycle with period q and q> 1 

and known as  𝑥t , 𝑥t−1, … ,  𝑥 t+𝑞 = 𝑥t  which is an 

isolated closed trajectory and by using the same 

hypotheses in the previous proof  with substituting in 

(3.10 ) we get : 
𝑋𝑡 + 𝜓𝑡+1 =

[
 
 
 
 𝛼1 + 𝛽1(1 − 𝑒

−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1]) … αp−1 + 𝛽𝑝−1(1 − (𝑒
−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1] ) αp + 𝛽𝑝(1 − (𝑒
−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1−1] )

1 … 0                                        0
0
⋮
0

…
⋱
…

0                                        0
0                                        0
1                                         0 ]

 
 
 
 

 𝑋𝑡 +

𝜓𝑡   

Where 𝜓𝑡+1 , 𝜓𝑡 are vectors known as  

𝜓𝑡+1 = [

𝜓𝑡+1

𝜓𝑡

⋮
𝜓𝑡−𝑝+2

]     ,   𝜓𝑡 = [

𝜓𝑡

𝜓𝑡−1

⋮
𝜓𝑡−𝑝+1

]    with some the 

easy calculations we get 

𝜓𝑡+1 =

[
 
 
 
 𝑎1,1

(1)
𝑎1,2

(1)
⋯ 𝑎1,𝑝−1

(1)
𝑎1,𝑝

(1)

1 0 ⋯ 0        0
0
⋮
0

1 ⋯
⋮ ⋱
0 ⋯

⋮        ⋮
0        0
1        0 ]

 
 
 
 

 𝜓𝑡    … (3.12)  

Where this matrix denoted by 𝐴1 and write as follows 

𝐴1 =

[
 
 
 
 𝑎1,1

(1)
𝑎1,2

(1)
⋯ 𝑎1,𝑝−1

(1)
𝑎1,𝑝

(1)

1 0 ⋯ 0        0
0
⋮
0

1 ⋯
⋮ ⋱
0 ⋯

0        0
0        0
1        0 ]

 
 
 
 

  

𝑎1,1
(1)

= [𝛼1 + 𝛽1 − 𝛽1 𝑒
−𝛾

𝜆
(𝑒𝜆𝑥𝑡−1)(1 − 𝛾𝑥𝑡  𝑒

𝜆𝑥𝑡)]  
𝑎1,k

(1)
= 𝛼𝑘 + 𝛽𝑘 (1 − 𝑒

−𝛾
𝜆

[𝑒𝜆𝑥𝑡−1]) , k = 2,3… , p   

We can write the equation (3.12) as      𝜓t+1 = A1𝜓t  

that is mean  

𝜓t+2 = A2𝜓t+1  and by repeating this operation q 

times we get  

𝜓t+𝑞 = A𝑞𝜓t+𝑞−1 = A𝑞A𝑞−1 …A1𝜓t  

𝜓t+𝑞 = A𝑞A𝑞−1 … A1𝜓t    … (3.13)  

𝐴𝑗 =

[
 
 
 
 𝑎1,1

(𝑗)
𝑎1,2

(𝑗)
⋯ 𝑎1,𝑝−1

(𝑗)
𝑎1,𝑝

(𝑗)

1 0 ⋯ 0        0
0
⋮
0

1 ⋯
⋮ ⋱
0 ⋯

0        0
0        0
1        0 ]

 
 
 
 

    ,       𝑗

= 1,2,3, … 𝑞 

       𝑎1,1
(j)

= [𝛼1 + 𝛽1 − 𝛽1 𝑒
−𝛾

𝜆
(𝑒

𝜆𝑥𝑡+𝑗−1−1)
(1 −

𝛾𝑥𝑡+𝑗−1 𝑒
𝜆𝑥𝑡+𝑗−1)] 

𝑎1,k
(j)

= 𝛼𝑘 + 𝛽𝑘 (1 − 𝑒
−𝛾
𝜆

[𝑒
𝜆𝑥𝑡+𝑗−1−1]

) , k = 2,3… , p  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

We can write (3.13) as follows   𝜓𝑡+𝑞 = ∏ 𝐴𝑗
𝑞
𝑗=1  𝜓𝒕    

and the product of the matrix Aj ,  j = 1,2… 𝑞  is the 

matrix A , where  𝜓t+𝑞 =  A𝜓t  , A𝑗 → 0  as 𝑗 → ∞  ,  
if the eigenvalues for A𝑗  matrix less than 1 then the 

limit cycle with period q for the Gompertz (P) is 

orbital stable . 

4- Application 

We apply the proposition (3.1) to the following 

examples with an arbitrary values of parameters to 

checking the stability of limit cycle. 

Example 4.1: Let Gompertz AR (1) model is given 

by 

𝑥𝑡 = [−1.8 − 1.7 (1 − 𝑒
−0.7

0.6
(𝑒0.6𝑥𝑡−1  −1))] 𝑥𝑡−1 +

𝑧𝑡        
Has non-zero singular point  𝜓 = −2.9968  and a 

limit cycle of period 4 which is {0.055,0.032,0.047,-

0.014}. we can calculate that by using the following 

condition  (3.2) 
|∏ [−0.8 − 1.7 + 1.7𝑒

−0.7

0.6
(𝑒

0.6𝑥𝑡+𝑗−1−1)(1 −4
𝑗=1

0.7𝑥𝑡+𝑗−1 𝑒
0.6𝑥𝑡+𝑗−1)] | = 12.2281 > 1   

 The condition (3.2) does not satisfy, and the limit 

cycle is orbital unstable. note the Fig (4.1.1) with 

different initial values. 

Example 4.2: Consider the following is Gompertz 

AR(1) model                                          

     𝑥𝑡 = [−1.3 − 1.6 (1 − 𝑒
−0.9

0.8
(𝑒0.8𝑥𝑡−1  −1))] 𝑥𝑡−1 +

𝑧𝑡        
Has a non-zero singular point 𝜓 = −1.9626   and a 

limit cycle of period 2 which is 0.27, -0.31 we can 

calculate that by using 

|∏ [−1.3 − 1.6 + 1.6 𝑒
−0.9

0.8
(𝑒

0.8𝑥𝑡+𝑗−1−1)(1 −2
𝑗=1

0.9𝑥𝑡+𝑗−1 𝑒
0.8𝑥𝑡+𝑗−1)] | = 0.8305 < 1   

 The condition (3.2) is satisfying therefore the limit 

cycle is orbital stable .the Fig(4.2.1) shows the 

stability of limit cycle with different initial values. 
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Fig. (4.1.1) shows the orbitally unstable with different 

initial values 

 

 

 

 

 

 

 
Fig. (4.2.1): shows the orbitally stable with different 

initial values 
 

 5- Conclusion 
In this paper, we study and find the stability 

conditions of limit cycle for Gompertz autoregressive 

model by using two propositions. 

The first one is the proposition (3.1), we used the 

local linearization approximation technique to find 

the stability conditions of limit cycle when the period 

> 1 . Also we took two examples with its plots to 

explain if the Gompertz AR(1) is an orbital stable or 

unstable . 

The second proposition (3.2), it is generalized for the 

first proposition where we used the state space to 

studying the stability conditions of limit cycle . 
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 الذاتي للأنحدار جومبيرتز لأنموذج النهاية دورة استقرارية شروط
 2ازهر عباس محمد،  1نزار عيدان علي

 العراق،  تكريت ، جامعة تكريت،  كلية علوم الحاسوب والرياضيات ، قسم الرياضيات
 

 الملخص 
لتوهيعييية فييه هييلو الورقيية  تييم اقتييراد ا مييولل جت ييت للمتسلسيييت الهم ييية اليومييية  وهييو ا مييولل جييوم  رته لي حييتار الييلاته والييل  اسييتوتم ا التاليية ا

الييتورن   ع ييتشييروا اسييتيرارية تورن ال لاييية و إ جييات )التراكمييية( لتوهيييم جييوم  رته ا حبييا ه ل  ييا. ا  مييولل نواذ اللييتة مييذ هييلو الورقيية هييو تراسيية 
q > 1  , q  جيوم  رته ميذ الرتبية ا وليو لتوضييا إذ ا  ميولل مسيتير ميتاريا  لأ مولل جوم  رته لي حتار اللاته مم اعما. بعض ا مثلة لأ مولل

 .ام غ ر مستير متاريا  مم رسم مسارات تورن ال لاية للأمثلة مم قيم ا تتا ية موتلفة 


