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ABSTRACT 

Diabetes mellitus is also called gestational diabetes when a 

woman has high blood sugar while she is pregnant. It can 

show up at any time during pregnancy and cause problems for 

the mother and baby during or after the pregnancy. If the risks 

are found and dealt with as soon as possible, there is a chance 

that they can be reduced. The healthcare system is one of the 

many parts of our daily lives that are being rethought thanks 

to the creation of intelligent systems by machine learning 

algorithms. In this article, a hybrid prediction model is 

suggested as a way to find out if a woman has gestational 

diabetes. In the recommended model, the amount of data is 

reduce by using the K-means clustering method. Predictions 

are made using a number of classification methods, such as 

decision tree, random forests, SVM, KNN, logistic regression, 

and naive bayes. The results show that accuracy goes up when 

clustering and classification are used together. 

 

 

1. Introduction 
Diabetes mellitus during pregnancy, also known as 

gestational diabetes, is one of the most frequent 

complications that may arise, affecting about one in 

every six live births globally [4]. Any degree of 

glucose inability, with the onset of symptoms 

occurring during pregnancy, is the definition of this 

condition. Conway at 2012 [9], discussed that GD 

may strike at any point during pregnancy, producing 

complications for the mother and baby throughout 

pregnancy and after the baby is born. If the risks are 

recognized and mitigated at an early stage, the 

potential consequences will be reduced. Algorithms 

for machine learning are being used in the creation of 

intelligent systems, which are bringing about changes 

in every facet of our life. By automating tasks that 

would normally be carried out by humans, artificial 

intelligence makes the lives of patients, clinicians, 

and hospital managers simpler. The current goals for 

AI include reducing the number of incorrect 

diagnoses of diabetes and developing more effective 

medical treatment methods [8]. These days, 

healthcare systems create vast volumes of data; thus, 

more complex systems are reliant on this data in 

order to construct more precise models. The purpose 

of this work is to attempt to construct a model that 

can examine both current and historical instances of 

diabetes in order to forecast and diagnose future cases 

using machine learning techniques, which may be of 

use to both patients and hospital administrators. And 

we attempted to determine, via the use of machine 

learning algorithms, which model has the highest 

degree of precision with the least amount of mistakes. 

In the Iraqi Kurdistan Region, we attempted to work 

with a data set that was obtained in both 

governmental and private labs. It is important to note 

that this was our goal. The information that we have 

gathered consists of the subjects' ages, as well as their 

weights, heights, gestational numbers, family medical 

history, and the results of their diabetes tests. This 

information reveals at what ages and in what 

circumstances pregnant women are more likely to 

develop gestational diabetes. The remains of this 
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paper are structured as follows: Section 2 explains 

several studies of related work. Section 3 describes 

the methodology of the proposed model, and Section 

4 some discussion about the results. Finally, section 5 

expresses the conclusion. 

2. Literature review 
In this part, we talk briefly about some studies that 

have been done on intelligent systems and machine 

learning techniques for modeling and predicting 

different types of diabetes mellitus. 

 [1] To figure out how to predict diabetes, the results 

of different machine learning strategies were looked 

at. The classification learner tool in MATLAB was 

used for this study. This tool had a decision tree, K 

Nearest Neighbor, Support Vector Machines, and 

Logistic Regression. When it comes to measuring 

performance, the results are judged by how well they 

can be categorized. 

[3] The authors looked at 768 samples of data from 

the Pima Indian Diabetes Dataset (PIDD) and used 

predictive algorithms like K-Nearest Neighbor, Nave 

Bayes, Random Forest, and J48 to create an ensemble 

learning by combining different machine learning 

techniques into one. This improved the accuracy of 

the suggested system's performance. This was done 

so that different machine learning techniques could 

be combined to make an ensemble learning.  

[10] In this study, the PIMA Indian dataset was used 

to show the different ways that machine learning can 

be used to predict whether or not a pregnant woman 

has gestational diabetes. The first thing they do is 

clean up their data so that it is as accurate as possible. 

The accuracy of each method was compared using the 

scores for the Receiver Operating Characteristic 

(ROC) and the Area Under the Curve (AUC). A 

picture of the results of the confusion matrix of 

algorithms was used to judge both how well the 

models worked and where they fell short. The results 

of this study show that adjusting the parameters of 

machine learning algorithms can make them more 

accurate.  

[19] The other goal of this study was to find a better 

way to predict diabetes risk. Models are put into 

groups with Decision Tree (DT), Artificial Neural 

Network (ANN), Naïve Bayes (NB), and Support 

Vectors Machine (SVM). About 75% of the time, all 

four models are about right. The scientists' plan 

would use ML algorithms to predict data and show a 

comparison to find the most accurate treatment for 

diabetes. Without data, SVMs are great. Even without 

data, SVMs work well. SVM can work with both 

semi-structured and unstructured data, like images 

and text. SVM needs certain parameters to be set 

because the algorithm needs it. The DT is changing 

the best way to organize data. Naive Bayes skips over 

missing-value probabilities. This is good for large 

datasets. Preparedness-minded. Adding more data to 

a training set makes bias worse. ANN is accurate and 

easy to use. It takes time to process complex data.  

[20] has talked about how high blood sugar levels can 

lead to diabetes. Also, different intelligent systems 

were shown using classifiers to predict and predict 

diabetes using machine learning algorithms like 

decision tree, SVM, Naive Bayes, and ANN 

algorithms. Diabetes could be predicted based on 

these groups. 

3. Methodology  
Combinations of machine learning techniques are 

used in the model that has been suggested. According 

to the flow chart shown in Figure 1, the model 

employs the supervised approach for the purpose of 

data reduction. For the purpose of prediction, the 

model also incorporates unsupervised techniques 

such as the classification algorithms: decision tree, 

random forest, SVM, KNN, logistic regression, and 

naive bayes. 

 

 
Fig. 1: The Flow Chart of Proposed Model 
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3.1. Data Collection:  

Large volumes of data have been collected by 

healthcare systems and labs all over the globe, and 

improved apps depend on that data to function better 

and provide more accurate findings [12]. Our models 

were trained using data obtained from a variety of 

governmental and commercial labs located inside the 

Iraqi Kurdistan Region. The data collection had a 

total of 730 different instances and 7 different 

characteristics. Table 1 presents the properties 

together with the data types that correspond to them. 
 

Table 1: The Attributes and Data Types of Training 

Dataset 

 Attributes Data Type 

1 Age Numeric 

2 Weight Numeric 

3 Height Numeric 

4 BMI Numeric 

5 Pregnancy Number Numeric 

6 Heredity Boolean 

7 Blood Sugar Test Boolean 
 

3.2. Feature Extraction:  

Feature extraction is useful when you need to limit 

the number of characteristics that are necessary for 

processing without losing information that is vital or 

relevant. Feature extraction helps you do this [2]. The 

elimination of redundant information within the 

dataset is another potential benefit of feature 

extraction [19]. The datasets that we have for weight 

and height represent and are used to calculate the 

body mass index (BMI). As can be seen in Equation 

1, there was a significant and positive association 

between BMI and weight, whereas there was a 

significant and negative correlation between BMI and 

height. The level of body mass index has been shown 

to have a correlation with the prevalence of diabetes 

mellitus, hypertension, and dyslipidemia. According 

to the findings of both studies, a rise in the body mass 

index (BMI) is often related with a considerable 

increase in the prevalence of diabetes mellitus. 

 

𝑩𝑴𝑰 =  
𝟔𝟓 𝒌𝒈

(𝟏𝟓𝟒 𝒄𝒎)𝟐
∗ 𝟏𝟎𝟎𝟎𝟎 = 𝟐𝟕. 𝟒  

3.3. Data Pre-Processing: 

One of the ways for processing data is known as data 

normalization [15]. This method is used to convert 

unintelligible data into a data collection that is 

understandable. Normalize data is a scaling or 

mapping method for transforming unnormal data to 

normal data [16]. The Z-score method, which is the 

process of normalizing every value in the dataset, was 

included in our model by the use of the Z-score 

methodology. The formula for normalizing z-scores 

can be found in the Equation 2, while the formula for 

calculating standard deviation, which was required in 

order to produce a z-score, can be found in Equation 

3. 

 

 
3.4. Clustering Algorithm: 

Clustering is an algorithm of machine learning that 

separates a set of data points or a collection of data 

points into several groups, with data points in the 

same group being more similar to one another than 

data points in other groups. The clustering algorithm 

is described below. To put it another way, the goal is 

to create clusters out of groupings that have 

characteristics in common with other groups [2]. 

Clustering is a useful methodology in the field of data 

science. It is a technique for determining whether or 

not a data collection has a cluster structure by 

analyzing the degree of dissimilarity that exists 

between the clusters and the level of similarity that 

exists within each cluster [18]. In order to reduce the 

amount of data we needed to analyze for our study, 

we made use of the k-means approach, which is the 

most well-known and widely used clustering 

algorithm. In the research that has been done, k-

means has been extended in a number of different 

ways [29]. Initializations will always have an effect 

on the k-means technique and its expansions with a 

necessary minimum number of clusters. On the other 

hand, in pattern recognition and machine learning, 

clustering is accomplished by unsupervised learning 

[13]. In an unsupervised method, selecting the 

appropriate number of clusters in which the data may 

be categorized is of the utmost importance [25]. We 

used The Elbow Method, which is one of the most 

well-known ways for identifying the value of k that 

should be used for KMeans clusters, in order to 

establish the optimal k for those clusters. In the 

Elbow technique, what we are doing is really 

counting the number of clusters that are represented 

by (K), as shown in Figure 2, and calculating the 

WCSS (Within-Cluster Sum of Square) points for 

each value of K. 
 

 
Fig. 2: Determine The Knee Value of The Elbow 

Method 
 

3.5. Classification Algorithms: 

The results of the clustering stage, in which data is 

reduced and grouped into a particular group, act as an 

input for the classifier techniques. In these 

techniques, a sample of the data from the stage before 

this one is allocated to a cluster of new input data that 
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is similar to the cluster that the sample was allocated 

in the stage before this one. A decision tree, a random 

forest, a support vector machine (SVM), a key-value 

network (KNN), logistic regression, and naive bayes 

are some of the several classification techniques that 

are included in the system that has been developed. 

3.5.1. Decision Tree:  

A decision tree is a kind of algorithmic method that 

may be used to segment data based on particular 

characteristics [10]. One of the algorithms for 

supervised learning looked somewhat like this. The 

objective is to get familiar with the fundamental 

decision tree instructions in order to construct a 

mental model that can accurately forecast the value of 

a target variable. It is well suited for lifelong 

education [27]. The rules are often expressed in the 

form of if-then-else phrases, and the decision tree 

follows these [19]. Decision tree, which does not 

need a great deal of computer power, are used in the 

classification process. The decision tree is a useful 

tool for processing continuous data [5][6]. 

3.5.2. Random forest: 

Random Forest is a method for the reduction of 

dimensionality that makes use of a large number of 

decision trees in order to construct a classification 

[9]. This is an example of an ensemble approach that 

may be used for classification, as well as other 

problems [8]. It is possible to use it to order the 

variables in terms of how significant they are [7]. 

3.5.3. Support Vector Machine:  

The purpose of support vector machines is to locate a 

hyperplane line that divides the positive and negative 

samples by the greatest possible margin [6][26]. 

Finding a hyperplane in the Multidimensional 

Features space that effectively categorizes data points 

is the goal of the support vector machine (SVM) [31]. 

An SVM model in which the instances are modeled 

as points in space and the space is mapped in such a 

way that the examples of the different categories are 

separated by as much space as is practically possible. 

After then, new instances are mapped into the same 

area, and a category is assigned to them depending on 

where they are located in the gap [7]. 

3.5.4. K-Nearest Neighbors: 

K-Nearest Neighbors, or KNN, is a method of 

classification in which the function is only 

approximated locally, and all computation is 

postponed until the function is evaluated. As the 

classification of this method is based on distance, if 

the characteristics represent various physical units or 

arrive at wildly different sizes, then normalizing the 

training data may significantly enhance the 

algorithm's performance. . KNN is only simulated 

locally, and computations are postponed until the 

process of classification is finished. One of the most 

fundamental types of machine learning algorithms 

accessible is called the KNN algorithm [11]. 

3.5.5. Logistic Regression: 

The generalized linear model is also known as 

logistic regression, which is another term for it. The 

linear component of nonlinear functions and the link 

function are both subdivided into the nonlinear 

function. The link function is responsible for 

delivering the linear portion of the output that is 

generated by the classification model. In logistic 

regression, a logistic function is applied to the linear 

output in order to deal with it. The logistic function 

never produces results outside of the range of 0 to 1 

[1]. 

3.5.6. Naive Bayes: 

NB is a classification strategy that can deal with 

missing values while it is in the process of classifying 

data. In order to categorize them, a supervised 

learning approach is used. The premise that Naive 

Bayes works on the basis of conditional probability is 

the central tenet of this statistical methodology. 

Conditional independence breaks down for linked 

attributes, which causes Naive Bayes performance to 

degrade as a direct consequence [20]. When it comes 

to calculating conditional probabilities, the Naive 

Bayes method is quite effective against noise points. 

3.6. Prediction System: 

The proposed model uses a clustering approach to 

partition the data without missing any. KMeans 

methods are used instead of other clustering 

techniques because the DBSCAN algorithm may 

identify samples as noise and discard these objects, 

while KMeans generally cluster all the objects. And 

also, it is worth mentioning that the numeric data set 

prevents us from using KModes clustering. And to 

improve the KMeans clustering algorithm, the 

proposed model uses the elbow technique to find the 

optimal k for clustering the data. And After data 

reduction by KMeans, The Classification Algorithms 

used for prediction the New Samples. The code for 

the suggested model was written using the computer 

language Python, and a confusion matrix was used so 

that several classification techniques could be 

evaluated and compared to one another. In the course 

of our investigation, we made use of a number of 

different comparison criteria, including accuracy 

which shown in Equation 4, precision which shown 

in Equation 5, and recall which shown in Equation 6.  

 
4. Results and Discussion:   

Using a combination of supervised and unsupervised 

algorithms in this research presents a method for the 

reliable prediction of models that may be used in 

recognition of gestational diabetes mellitus. In the 

beginning, we solely used classification techniques; 

after that, we used a combination of unsupervised, 

which is KMeans clustering algorithm and 

classification methods in the model that was 

 

Equation 4: 
 
 

        =  
                          

                 
 

 
 

 

Equation 5: 
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Equation 6: 
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recommended. According to Table 2, the proposed 

model provides more accurate results than the 

currently used classification methods for pregnant 

women who have diabetes. The rustles of Table 2 

obtained from our research.  

 

Table 2: The Comparison of Classification Accuracy and Combination Accuracy which obtained from our 

research (The Proposed Model) 

 Algorithms Accuracy of 

Classification 

Accuracy of Clustering vs. 

Classification 

1 Decision Tree 0.95 0.96 

2 Random Forest 0.94 0.96 

3 SVM 0.77 0.83 

4 KNN 0.93 0.93 

5 Logistic Regression 0.74 0.76 

6 Naïve Bayes 0.73 0.72 
 

It is possible that we will evaluate the recommended 

model in light of results gained from earlier 

categorization models. The results shown in Table 3 

demonstrate that the suggested model is, on average, 

more accurate. 

 

Table 3: The Machine Learning Accuracy of Existing Works 

 Algorithms Accuracy Reference 

1 Decision Tree 78.1768 % [5] (AlJarullah, 2011) 

2 Random Forest 91 % [14] (Mujumdar and Vaidehi, 2019) 

3 SVM 77.3 % [19] (Sonar and Jaya Malini, 2019) 

4 KNN 77 % [17] (Sarwar et al., 2018) 

5 Logistic Regression 77.9 % [1] (Al-Zebari and Sengur, 2019) 

6 Naïve Bayes 79.84 % [11] (Jeevan Nagendra Kumar et al., 2019) 
 

5. Conclusion  
The Dataset that we used to build our proposed model 

came from both public and private laboratories 

located in the Kurdistan Region of Iraq. The data 

collection had a total of 730 different instances and 7 

different characteristics. For the purpose of 

recognizing gestational diabetes, a hybrid prediction 

model within the framework of the suggested model 

has been created. The K-means clustering algorithm 

is employed in the recommended model for the 

purpose of reducing the amount of data, and several 

classification methods, including decision tree, 

random forests, SVM, KNN, logistic regression, and 

naive bayes, are used for the purpose of classification 

and prediction. The accuracy that was acquired via 

each technique of supervised and unsupervised 

algorithms improved performance when compared to 

previous works. According to the results, combining 

the K Means clustering algorithm for data reduction 

and classification algorithms for prediction has a 

great effect on accuracy. The Random Forest with 

96% and the Decision tree with 96% have the most 

incredible accuracy. 

6. Future Work  
Healthcare systems have generated large amounts of 

data, so advanced systems depend on that data to 

make more accurate models. This paper will try to 

develop a model to analyze the current and old 

diabetic cases to predict and diagnose the new issues 

using machine learning algorithms to help patients 

and hospital administrators. And we tried to find the 

performance of applied machine learning algorithms 

and data mining techniques to generate a prediction 

model to get the best accuracy with a minor error. In 

future work, we will try to develop the proposed 

model for an application for predicting diabetes 

instances in public and private hospitals and 

laboratories. The application will be designed to get a 

new sample and add it to the dataset. This method 

updates the database daily, so each time the model is 

trained, it will have more data to work with. 
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 باستخدام خوارزميات التعلم الآلي الحمل ی نظام ذكي للتعرف على داء السكر 

 عبداللەصادق ،   رسول فاخر جادر

 جامعة سوران، اربيل، العراق كلية العلوم ، ،الحاسوبقسم علوم 
 

 الملخص

سكري الحمل هو نوع من ارتفاع السكر في الدم يحدث أثناء فترة الحمل. يمكن أن يحدث في أي مرحلةة مةن مراحةل الحمةل ويمكةن ان يسةكب م ةا ل 
دارت ةا مبكةر ا ، خايةة فةي المنةاط  التةي  فر في ةا لا تتةو ل ل من الأم والطفل أثناء الولادة او بعدها. يمكن تقليل مخاطر هذا المرض إذا تةم ا ت ةاف ا واا

يةة فةي سوى الاختبارات الدورية للنساء الحوامل. الأنظمة الذكية الميةممة كواسةطة خواريميةات الةتعلم اتلةي تعيةد يةيا ة جميةح مجةالات حياتنةا ،خا
  -راق نظةام الرعايةة اليةحية. يقتةرا هةذا البحةث نمةوذم تنكةل م ةترس لت ةخيم سةكري الحمةل. تةم الحيةول علةا مجموعةة الكيانةات مةن مختكةرات العة

 KMeansإقلةةيم كردسةةتان، والتةةي جمعةةت المعلومةةات مةةن النسةةاء الحوامةةل الميةةابات و يةةر الميةةابات كةةداء السةةكري. النمةةوذم المقتةةرا يسةةتخدم تقنيةةة 
،  . وطةةرق التيةةنيل مثةةل  ةةجرة القةةرارKMeansالمثلةةا فةةي خواريميةةة  kلتجميةةح وكةةذلس لتقليةةل الكيانةةات. ويسةةتخدم طريقةةة ال ةةوع للعثةةور علةةا قيمةةة 

والانحةدار اللوجسةتي، والخايةا السةاذجة كل ةا مسةتخدمة للتنكةل. أظ ةرت نتةائ  النمةوذم المقتةرا أن اسةتخدام مةيي    SVM  ،KNNالغابة الع وائية، 
 وطريقة ال وع وتقنية التينيل يحسن ب كل ككير دقة التنكل. KMeansمن طريقة 

 


