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ABSTRACT 

In this study, the problem of outlier detection in “linear regression” 

analysis is studied using the “median” and “mean” “absolute deviation” 

about the median. “The mean and standard deviation” are heavily 

affected by outliers Hence, the outlier detection techniques based on 

these measures may not correctly identify all outliers in a dataset. 

However, “the mean absolute deviation about the median”, in 

combination with the median is sufficiently robust in the presence of 

outliers and provides a better alternative. The conceptualized method 

was tested using leukemia patients data and the results indicate that the 

new method performed better than the methods based on the mean/ 

standard deviation combination. It is recommended that the median and 

“mean absolute deviation” about the median be used in detecting outliers 

in regression analysis due to their inherent potential for increasing the” 

goodness-of-fit of the “linear regression mode”. 

1. Introduction 
In the beginning, we must give a simple overview of 

this disease, its causes and methods of treatment. It is 

a genetic disorder in the blood cells. It is described as 

low hemoglobin level, and a lower number of red 

blood cells than the normal range. There are other 

names for it, which are Mediterranean anemia. As for 

the types of leukemia.The type of leukemia depends 

on the number of genetic mutations, and on the 

affected part; Where the mutation occurs in one of the 

parts of hemoglobin alpha or beta this disease is that 

leukemia occurs due to a genetic mutation in the 

DNA of the cells that make up hemoglobin, and this 

mutation is genetically transmitted from parents to 

children; This causes the occurrence of genetic 

mutations to disrupt the production of normal 

hemoglobin, and thus the low levels of hemoglobin, 

and the high rate of damage The presence of outliers 

in bivariate data can significantly alter the 

conclusions drawn from linear regression analysis. 

Their presence in a dataset increases the risk of 

making a wrong decision. Regression analysis 

provides a way of examining the presence of linear 

relationships between a “dependent variable and 

independent variables”.  

Outliers could be encountered in practice due to 

several reasons that could be categorized into two 

groups –“those arising from errors in the data and 

those arising from the inherent variability in the 

process yielding the data” [1]. It is therefore 

important to identify outliers and establish the root 

cause of the outlying observations through the 

provision of background information [2];. The 

detection of outliers is still an area of ongoing 

research. This study is thus aimed at providing an 

alternative method for outlier detection using “the 

mean absolute deviation about the median in linear 

regression analysis”. The objectives were to develop 

the technique for detecting outliers in “linear 

regression analysis using the median and the mean 

absolute deviation about the median” and to evaluate 

the technique in comparison with the use of the 

standardized sores based on the mean/ “standard 

deviation”.   

Leukemia is a genetic disorder of the blood that is 

prevalent in Asia, Middle East and other parts of the 

world. There had been a raft of approaches in the 

epidemiology, treatment and prognosis of the disease 

which have dramatically improved on the care of 

affected patients [3]. It has been an upward trajectory 
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in the development of medical and non-medical 

responses to the disease, and these changes are 

redefining the clinical management of leukemia . 

The” mean absolute deviation about the median”, 

MAD(md) is a direct measure of the dispersion of a 

random variable from its” median”. If the “mean 

absolute deviation” is the preferred measure of 

variability, then the median is a better measure of 

central tendency especially for asymmetric 

distributions [4]. In such instances, the median is a 

better representation of the center of the distribution 

than the mean. The MAD(md) is different from the 

“median absolute deviation” MAD, and it is a more 

representative measure of the variability of sample 

observations.  

For asymmetrical distributions, the MAD(md) 

provides a more meaningful dispersion measure 

related to the center of the distribution since it is 

sufficiently impervious to outliers more than the 

“standard deviation”. The MAD(md) tends to 

increase with the size of the sample though not 

proportionately and not rapidly as the range [5].   

In the next section a review of some of the important 

works in the field is undertaken. Section 3 outlines 

the materials and methods used in the study, while 

section 4 contain the results and discussion. Finally, 

the conclusion in provided in section 5.  

Outliers and how they can be detected has been an 

area of vigorous research. There are several methods 

available in the literature, and some use graphical 

tools like boxplots [6]. For the case of multivariate 

data, the box-plotted Mahalanobis distances have 

been used to identify outlying observations, and the 

removal of these outliers can increase the descriptive 

classification accuracy of statistical models. An 

overview of outlier detection tools for univariate, 

low-dimensional, and high-dimensional data was 

presented [7]. In the field of medical research, [8] 

outlined a data-driven approach for detecting 

anomalous patient management decisions using past 

patient cases stored in electronic health records. 

Outlier-based alerting in medical practice could 

significantly improve the true alert rates. We must 

have a pause through detecting Outliers in the Simple 

Linear Regression for Children Affected with 

Leukemia In Mosul City. 

The concept of data preprocessing has been employed 

as an outlier detection tool in medical data [9]. 

Distance-based and cluster-based outlier detection 

algorithms have also been developed for detecting 

and removing outliers. used robust regression 

analysis for structural health monitoring data which 

was capable of being unaffected by outliers. [10] used 

a modified Grubb’s method for outlier detection 

based on the median and median absolute deviation 

applied in multiple measuring points parameters. 

indicated that the modified Grubb’s method was more 

efficient and robust than the original Grubb’s 

approach.  

The MAD(md) has been presented as an alternative to 

the variance when there are departures from the 

normality assumption [10]. Approximate confidence 

intervals for the mean absolute deviation about the 

median in one-sample and two-sample designs have 

been determined. Simulation results have also shown 

that the confidence intervals had coverage 

probabilities close to the true confidence interval in 

mild leptokurtic and mild skewed distributions.  

There are some test of hypothesis procedures based 

on the mean absolute deviation about the median and 

other alternative measures of scale [12] It is also 

claimed that these alternative procedures could 

produce superior Type I and Type II error 

probabilities. The mean absolute deviation about the 

median is a sufficiently robust measure of the scale 

and shape of a probability distribution [13]. The 

median is increasingly being used in various areas of 

research and recently, it has been applied to 

correlation analysis via the MAD(md) correlation. An 

elegant and computationally easier estimator of the 

mean absolute deviation about the median 

(MAD(md)) was developed by [14]. estimated of the 

MAD(md) bypasses the use of the absolute operator 

and provides a straightforward way of computing the 

statistic in both grouped and ungrouped data. 

Rosner’s and Grubb’s test was used to detect outliers 

in linear regression analysis [1]. An observation could 

be an outlier in either the response or explanatory 

variable, yet be influential in the dataset. In simple 

linear regression analysis, the standardized score for 

the dependent and independent variable have been 

used to detect outliers in medical data [15]. It is 

suggested that the use of only the residuals and 

standardized residuals for outlier detection could be 

insufficient in identifying all the outliers in a bivariate 

data.   

Much research has been done on establishing 

statistical relationships between variables related to 

leukemia. [16] investigated the contributions of 

known modifiers to the prediction of the clinical 

severity of beta-leukemia using the patient’s age at 

first transfusion. A positive correlation between bone 

mass and hemoglobin levels of leukemia patients was 

shown in a study by [17], established a negative 

correlation between hemoglobin levels and ferritin 

levels of leukemia patients. [18],showed that 

hemoglobin levels and ferritin levels in leukemia 

patients were negatively correlated. In the study on 

maxillofacial anomalies in leukemia patients, a 

positive correlation between the frequency of 

anomalies and the ferritin levels while a negative 

correlation was observed between the frequency and 

the hemoglobin levels.  

2. Materials and Methods 
Regression analysis is describe used to the nature of 

the relationship between variables,” In simple 

regression, there are two variables – the independent 

or explanatory variable, and the dependent or 

response variable. The independent variable (X) is 
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used to predict the dependent variable (Y). In 

multiple regression”, there are two or more 

independent variables that are used to predict the 

dependent or response variable. 

A “simple linear regression model” is given as 

𝑌 = 𝛽0 + 𝛽1𝑋 + 𝜀. . (1)  

where 

𝛽0 is called the intercept.” It is the value of the 

dependent variable “(Y) for which X=0. 

𝛽1 is the slope or gradient. “It is the amount of change 

in Y for a unit change in X. 

𝜀 is the error variable”,  

The method of least squares is the most effective way 

of estimating the regression parameters, and the 

estimates (�̂�0 and �̂�1) are “obtain by minimizing the 

error sum of squares “[19] 

�̂�1 =
∑ 𝑥𝑖𝑦𝑖−(∑ 𝑥𝑖 ∑ 𝑦𝑖)/𝑛

∑ 𝑥𝑖
2−(∑ 𝑥𝑖)

2
/𝑛

=
𝑛 ∑ 𝑥𝑖𝑦𝑖−(∑ 𝑥𝑖 ∑ 𝑦𝑖)

𝑛 ∑ 𝑥𝑖
2−(∑ 𝑥𝑖)

2  . . (2)  

and 

�̂�0 = �̅� − �̂�1�̅� . . (3)  

Thus, the” estimated least squares regression 

equation” is 

 �̂�𝑖 = �̂�0 + �̂�1𝑥𝑖  . . (4)  

Generally, the “mean absolute deviation about the 

median” (𝑀𝐴𝐷(𝑚𝑑)), the mean absolute deviation 

about mean (𝑀𝐴𝐷(𝜇)) and the standard deviation (𝜎) 

for any distribution can be related via a corollary of 

Lyapounov’s inequality [20] 

 𝑀𝐴𝐷(𝑚𝑑) ≤ 𝑀𝐴𝐷(𝜇) ≤ 𝜎. . (5)  
The MAD is thus the least among the three measures 

of spread for any dataset. The MAD can be expressed 

elegantly in terms of the sums above and below the 

sample median, thus bypassing the absolute operator 

[14].a theorem from [14] is now presented without 

proof. 

Theorem 1:” Let 𝑥1, 𝑥2, ⋯ , 𝑥𝑛  be a random sample 

of size n with median” 𝑚𝑑(𝑥). Let b represent the 

sum of all observations below the median, a, the sum 

of all observations above the median and 𝑇𝑛, the “sum 

of all the observations. Define the indicator function” 

  𝐼𝑛 = {
1, 𝑖𝑓 𝑛 𝑖𝑠 𝑜𝑑𝑑
0, 𝑖𝑓 𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛

   

Then the “mean absolute deviation about the 

median”, 𝑀𝐴𝐷(𝑚𝑑) is given as 

𝑀𝐴𝐷(𝑚𝑑) =
1

𝑛
(𝑎 − 𝑏) =

1

𝑛
(𝑇𝑛 − 2𝑏 −

𝐼𝑛𝑚𝑑(𝑥)). . (6)  
The methods of outliers detection in linear regression 

analysis to be considered in this study are  based on 

the residuals, standardized scores of the dependent 

and independent variables based on the mean/ 

standard deviation and the method based on the 

standardized score of the variables using the median/ 

MAD(md) combination. These procedures are 

outlined below.  

Given a linear regression model estimated from data, 

the residuals are given as 𝑒𝑖 = 𝑦𝑖 − �̂�𝑖, which is a 

measure of the variability in the prediction. The 

residuals are assumed to be distributed normally with 

0 mean and constant variance. If the residual is 

standardized, then it becomes  

𝑑𝑖 =
𝑒𝑖

√𝑀𝑆𝐸
, 𝑖 = 1,2, ⋯ , 𝑛  . . (7)  

where MSE is the mean squared error and is given by 

𝑀𝑆𝐸 =
∑ 𝑒𝑖

2

𝑛−1
  

Values of 𝑑𝑖 lying outside ±3 will then be classified 

as outliers and the corresponding pairs (𝑥𝑖 , 𝑦𝑖) of the 

sample observations are excluded from the 

subsequent regression analysis done on the data.  

The second method of outlier detection is via the use 

of the standardized score based on the mean/ standard 

deviation for both the dependent and independent 

variable as applied by [15]. The standardized score is 

obtained by subtracting the mean ( �̅� or  �̅�) from each 

observation and dividing by the standard deviation 

(𝑠𝑦  or 𝑠𝑥), and are given by equations (8) and (9) 

below.     

 
𝑦𝑖− �̅�

𝑠𝑦
, 𝑖 = 1,2, ⋯ , 𝑛  . . (8)  

 
𝑥𝑖−�̅�

𝑠𝑥
, 𝑖 = 1,2, ⋯ , 𝑛 . . (9)  

Values of the standardized scores lying outside ±3 

are also classified as outliers and the corresponding 

pairs excluded from the subsequent regression 

analysis.   

Finally, the third method of outlier detection in this 

study will be the standardized scores of the 

median/MAD(md)  for both the dependent and 

independent variables. This is given as 
𝑦𝑖−𝑚𝑒𝑑𝑖𝑎𝑛(𝑦)

𝑀𝐴𝐷(𝑚𝑑(𝑦))
, 𝑖 = 1,2, ⋯ , 𝑛   . . (10)  

 
𝑥𝑖−𝑚𝑒𝑑𝑖𝑎𝑛(𝑥)

𝑀𝐴𝐷(𝑚𝑑(𝑥))
, 𝑖 = 1,2, ⋯ , 𝑛  . . (11)  

Similar to the standardized score based on the mean 

and standard deviation, observations having 

standardized scores lying outside ±3 are excluded 

pairwise from the bivariate data. The test is carried 

both on the dependent and independent variables to 

detect the outlying observations.  

The MAD(md) standardized scores yields a 

confidence interval of 𝑚𝑑(𝑦) ± 3𝑀𝐴𝐷(𝑚𝑑). It uses 

the median and the MAD(md) as the measure of 

location and spread respectively rather than the mean 

and standard deviation. There is an inherent 

justification for the choice of the median and the 

MAD(md). Outliers heavily affect the mean and 

standard deviation; hence any outlier technique 

relying on these two statistics may be unable to detect 

some observations which may be outliers in reality. 

On the other hand, the median is sufficiently robust to 

outliers and the MAD(md), which is a generally 

lower measure than the standard deviation, provides a 

more stable outlier detection approach.   

3.  Results and Discussion 

Data on the age in years (X) and serum hemoglobin 

levels in g/dl (Y) of 108 leukemia patients were used 

in the study the data is as shown in table 1. 
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Table 1: leukemia patients samples 

N0. 
Age 

years 
Hb Level NO. 

Age 

years 
Hb Level NO. 

Age 

years 
Hb Level 

1 12 8 37 8 6 72 2 6 

2 1 8 38 1 7 73 1 6 

3 22 7 39 14 7 74 1 7 

4 26 7 40 14 7 75 2 7 

5 10 6 41 15 8 76 16 7 

6 16 6 42 11 8 77 12 8 

7 16 7 43 15 11 78 15 8 

8 11 7 44 17 11 79 10 11 

9 13 7 45 14 4 80 3 11 

10 11 8 46 1 4 81 2 4 

11 9 8 47 1 7 82 1 4 

12 7 11 48 2 7 83 11 8 

13 8 11 49 3 7 84 1 8 

14 10 4 50 3 8 85 2 7 

15 8 4 51 2 8 86 2 7 

16 11 8 52 3 11 87 2 6 

17 5 8 53 12 8 88 16 6 

18 7 7 54 1 8 89 16 7 

19 14 7 55 2 7 90 2 7 

20 15 6 56 2 7 91 10 7 

21 16 6 57 2 6 92 12 8 

22 16 7 58 1 6 93 2 8 

23 11 7 59 1 7 94 3 11 

24 10 7 60 5 7 95 3 11 

25 7 8 61 10 7 96 2 4 

26 4 8 62 2 8 97 1 4 

27 6 11 63 9 8 98 16 7 

28 11 11 64 5 11 99 2 7 

29 22 4 65 8 11 100 13 7 

30 1 4 66 14 4 101 12 8 

31 12 8 67 17 4 102 2 8 

32 1 8 68 3 8 103 2 18 

34 9 7 69 7 8 104 13 19 

35 16 7 70 10 7 105 3 23 

36 8 6 71 11 7 106 3 25 

      107 1 3 

      108 13 6 
 

Clinically, the range of hemoglobin levels in 

leukemia patients lie between 3g/dl and 11g/dl. 

Lower hemoglobin levels indicate increasing severity 

of the disease, and such patients may require regular 

blood transfusions. On the other end of the spectrum, 

higher levels of hemoglobin could indicate a non-

leukemia patient or a possibly wrong hemoglobin 

measurement for the patient. A linear regression 

model of the serum hemoglobin measurement against 

the age of the leukemia patients was fitted to the 

original data. The method of standardized residuals 

was then used to identify the outliers in the dataset 

and another regression analysis was done with the 

outliers deleted from the data. This procedure is also 

replicated using the standardized scores of the 

dependent (Y) and independent (X) variables and the 

standardized scores based on the median/MAD(md) 

combination for both the independent and dependent 

variables. In Figure 1, the scatterplot of the original 

data is presented. The descriptive summary of the 

original data and for the cases where the outliers have 

been removed, are presented in Table 2. And the 

result of the tests that were used to find outliers 

shown in table 3. 
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Fig. 1: Scatterplot of serum hemoglobin levels against 

the age of leukemia patients 
 

The scatterplot of the dataset as shown in Figure 1 

indicates a possible linear relationship and the 

presence of some outliers. Six observations are 

somewhat outliers and this could point to the 

possibility that they are outliers. However, a formal 

statistical technique is required to establish outlying 

observations. The linear regression model is then 

fitted on the original data and the three outlier 

detection techniques are applied on the data with the 

aim of improving the goodness-of-fit of the 

regression model.  

 

Table 2: Descriptive statistics of the original leukemia patients data and with the outliers removed using 

three different methods. 
 Original 

data 

Standardized 

Residuals 

Mean/Standard deviation 

Standardized Score 

Median/MAD(md) 

Standardized Score 

Mean 7.722 7.356 7.346 7.275 

Median 7.0 7.0 7.0 7.0 

Minimum 3 3 3 3 

Maximum 25 19 18 11 

Range 22 16 15 8 

Standard 

deviation 

3.3288 2.2292 2.1801 1.8992 

MAD(md) 1.8148 1.4135 1.4038 1.2941 
 

Table 3: the results of the tests that were used to find outliers 
 Coefficients 

 

Standard 

Error 

t Stat P-value Lower 

95% 

Upper 

95% 

Lower 

95.0% 

Upper 

95.0% 

Intercept 3.3415412 1.074684 3.10932 0.00240 1.21087 5.47220 1.21087 5.47220 

Age 0.1693926 0.039931 4.24208 4.75314E 0.09022 0.24856 0.09022 0.24856 
 

Furthermore, the estimates of the regression model, 

goodness-of-fit measures and the predicted intervals 

 are presented in Table 4.  

  

Table 4: Summary output of the dataset with outliers identified through the standardized residuals, 

standardized scores due to the mean and standardized scores due to the median. 
 Original data Standardized 

Residuals 

Standardized Scores (mean/ 

standard deviation) 

Median/MAD(md) 

Standardized Score 

Outliers detected -  4 4 6 

Intercept 3.3415 2.6011 3.3944 2.545 

Slope 0.1694 0,1868 0.1562 0.1883 

𝑅2 0.1451 0.3384 0.2369 0.4242 

𝑅𝑎𝑑𝑗
2  0.1371 0.332 0.2294 0.4184 

Predicted Interval - - (-2,18) (2,13) 
 

The median/MAD(md) method yielded more 

compact data than the original data and the two other 

methods. This can be seen from the ranges in Table 1 

and the predicted intervals in Table 4. The median 

remained unchanged across all the methods and in the 

original data. This reflects the inherent property of 

the median in terms of being highly unaffected by 

outliers. The median may shift drastically only if a 

large number of outliers are present in the data. As 

seen in Table 2, the MAD(md) had a much smaller 

value than the standard deviation in all instances. In 

addition, there was a progressive convergence in the 

values of both the MAD(md) and standard deviation 

when the median/MAD(md) approach is used to 

detect and remove outliers from the data. This also 

means that these three methods will yield similar 

results in the presence of mild variability in the data 

since the mean will be close to the median and the 

standard deviation close to the MAD(md).  

A progressive improvement in the” goodness-of-fit of 

the linear regression model” was observed starting 

with the original data, then the standardized scores 

based on the mean/ standard deviation, the 

standardized score based on the residuals, and finally 

the new method based on the median/MAD(md). As 

seen from Table 4, the percentage of variability in the 

data that is explained by the regression model rose 

from 13.71% when the original data was used, up to 

41.84% when the outliers were detected by the 

median/MAD(md) method were removed. This 

shows a remarkable improvement in the goodness-of-

fit of the regression model. It also indicated that the 

median/MAD(md) method provided the best 

approach for detecting outlier more than the other 

methods used in the study.  

4.  Conclusions and Recommendations 
In this paper, the problem of outlier detection in 

linear regression analysis is studied using the median 

and mean absolute deviation about the median Data 

on the age in years (X) and serum hemoglobin levels 

in g/dl (Y) of 108 leukemia patients were used in the 

study the data is as shown in table 2. Clinically, the 

range of hemoglobin levels in leukemia patients lie 

between 3g/dl and 11g/dl. Lower hemoglobin levels 
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indicate increasing severity of the disease, and such 

patients may require regular blood transfusions. On 

the other end of the spectrum, higher levels of 

hemoglobin could indicate a non-leukemia patient or 

a possibly wrong hemoglobin measurement for the 

patient. A progressive improvement in the goodness-

of-fit of the linear regression model was observed 

starting with the original data, then the standardized 

scores based on the mean/ standard deviation, the 

standardized score based on the residuals, and finally 

the new method based on the median/MAD(md). It 

also indicated that the median/MAD(md) method 

provided the best approach for detecting outlier more 

than the other methods used in the study. After 

studying the research, we reached some important 

results, including: 

 One of these conclusions is the use of one of the 

methods for determining and testing the divergence 

of anomalous values in any statistical analysis, In 

addition to these results, there are some suggestions 

that can be worked on in later research, where one of 

the methods of testing the divergence for abnormal 

values can be used in any statistical analysis, and this 

proposed method can also be used to detect other 

diseases. 
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   بسرطان الدمالكشف عن القيم الشاذة في الانحدار الخطي البسيط  للأطفال المصابين 

 في مدينة الموصل
 2محمد نافع عبد الرزاق،  1شيماء رياض ذنون 

 ، الموصل ، العراق جامعة الموصل، كلية التمريض  1
 مديرية تربية نينوى ، الموصل ، العراق 2

 

 الملخص
اننحلرا  الم للع علن   وفي هذا البحث تمت دراسة مشكلة الكشف الخارجي عن القيم الشاذة في تحليلل اننحلدار الخ لي باسلتخدام الوسليو ومتوسل 

يل  القليم جم دالوسيو يتأثر المتوسو و المعياري بشلدة بلالقيم الشلاذة اوبالتلالي تقنيلات الكشلف علن القليم الشلاذة المعتملدة عللس هلذد القياسلات  لد ن تحلد
وفر الشلاذة بشلكل صلحيو  ومل  ذلل  فلان متوسلو اننحلرا  الم للع علن الوسليو بللان تران مل  الوسليو  لوي بملا فيلا الك ايلة فلي وجلود القليم الشلاذة ويلل

ل للرق التللي اختبللار ال ريقللة باسللتخدام بيانللات مرلللس سللر ان الللدم وتشللير النتللاال الللس ان ال ريقللة الجديللدة تلل دي بشللكل افلللل مللن ا مبلدي  افلللل  تلل
 تعتمد علس مزيل اننحرا  المعياري /المتوسو 

دة يوصلس باسلتخدام الوسلليو ومتوسلو اننحللرا  الم للع عللن الوسليو فلي الكشللف علن القلليم الشلاذة فللي تحليلل اننحلدار نىللرا لقلدرت ا الكامنللة عللس زيللا
 م ءمة نموذج اننحدار الخ ي  

 


