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1 Introduction

Let G = (V,E) be a simple connected graph with
vertex set V (G) and edge set E(G) , where the order
and size of G are |V (G)] = ng and |[E(G)] = mg
respectively[1]. The degree of a vertex u is the
number of all edges incidence to u in G, which is
denoted by dg(u) [1]. By pendent vertex we mean a
vertex of degree one, and by i-vertex we mean the
vertex v has degree i, and an edge joining an i-vertex
to a j-vertex is denoted by (i,j)-edge [1, 2]. A u-v walk
W, in a connected graph G, is a sequence of vertices
(U = Ug,Uy,...,U-1,Uy = V) in G, such that consecutive
vertices in W, are adjacent in G. A path is just a walk
in which no vertex is repeated, and a path with n
vertices is denoted by P,. A closed path is called
cycle, and denoted by C,. A graph in which every two
vertices are adjacent is called complete graph and
denoted by K,. A star graph S, is a graph that has n+1
vertices, one of them has degree of n which is called
the center vertex and the other n vertices have degree
of one which are called pendent vertices [1, 3, 4].

Let G and H be two graphs then the vertex gluing of
G and H is a new graph that constructed from G and
H by identifying a vertex between them [3], the
vertex gluing of G and H is denoted by G(o)H, which
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The M-Polynomial and Nirmala index are considered as two of the

most recent found and important subjects in chemical graph theory. In
this paper we drive and prove the computing formula of Nirmala index
from the M-Polynomial, then compute the M-Polynomial for some
certain composite graphs, and the Nirmala index via the computed M-
Polynomial. The composite graphs are new defined graphs K,(P)K ,
Cn(e)K, , and others obtained from simple graphs by certain graph
operations such as join, corona, and cluster of any graph with some
special graphs such as complete, path, ...etc.

is a new graph of order ng + ny -1 and size mg+ my
(see Figure 1).

Figure 1: G(o)H

A graph in which a vertex is labeled in a special way
so as to distinguish from other vertices is called a
rooted graph, and the special vertex is called the root
of it [5].The cluster of two graphs G and H is denoted
by G{H}, which can be obtained by taking a copy of
G and ng copies of the rooted graph H such that we
identify the root of the i" copy of H with the i" vertex
of G for each i € {1,2,3,..., ng}[6]. For instance, the
cluster of the path Psand the cycle Cs is shown in the
Figure 2.
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Figure 2: Ps{C3}

The join (sum) of two graphs G and H is a new graph
that denoted by G + H, with the vertex set V (G + H)
=V (G) U V (H) and edge set E(G + H) = E(G) U
EH) u{uv;ueV (G)and v eV (H)} [4]. The
corona product of G and H is obtained by taking a
copy of G and ng copies of H and join the i vertex of

G with each vertex of the i copy of H for each i €
{1,2,3,...ng} and denoted by G ® H [6]. For
instance, the join and corona product of the complete
graph Kz and the path P, are shown in the Figure 3
respectively [7].

<{ =]

Figure 3: Ksz+P,and K;©OP,

A graph polynomial is a graph invariant whose values
are polynomials. An important degree-based
polynomial is the M-Polynomial which is defined by
Deutsch and Klavzar in 2014 [8]. For a graph G, the
M-Polynomial is defined by:

M(G,x,y) = Zisj mij(G)xLy] €Y

where i,j > 1 and m;; is the number of (i,j)-edges of
G, such thati =d;(u),andj =d;(v) for some
vertices u,v €G.

We can see that the M-Polynomial for a graph G also
can be represent as:

M(G,x,y) = Ze:uveE(G) xdG(u)de(v)
(2)

Many studies have done about the M-Polynomial
such as computation of M-polynomial book graph
and starphene graph in [9,10]. Also Basavanagoud,
and et al obtained the M-polynomial of some graph
operations and cycle related graphs in [11].

A graph invariant is a number related to a graph
which is structural invariant, fixed under graph

Table 1: Formulas of computing some degree

automorphisms. In chemistry these invariants are
known as the topological indices [2]. As a chemical
descriptor, the topological index has an integer
attached to the graph which features the graph, and
there is no change under graph automorphism [7]. A
degree based topological index of the graph G is a
graph invariant of the form:

1(G) = Ye=uver() f(de(w), dg(v)) (3)
where f is a function appropriately selected for
possible chemical applications [8]. Unlike the other
graph polynomials through this polynomial, we can
easily compute more than one degree based
topological indices such as Atom bond connectivity
index, Geometric connectivity index and some other
indices by a certain derivative or integral or
sometimes both. Some formula for computing those
indices from the M-Polynomial are found in [8-14] as
we illustrate some of these formulas in the following
Table.

based topological indices from M(G, x, y)

Topological indices

flde(w), de(v))

Derivation from M(G, x, y)

Atom Bond Connectivity index

dg(u) + dc;(v) -2

ZuveE(G)\/

DY?Q2)Sy/*Sy/* [M(G, %, y)]x=1 [10,14]

de(W)de(v)
Geometric Arithmetic index ZWEE(G)ZinG(uw 28,JDy/*D/*[M(G, %, )]x=1 [10,13,14]
dg(w)+dg(v)
First Zagreb index Yuver(6) de (W) +dg (V) (Dy + Dy)[M(G,%,9)]x=y=1 [8,11,12]
Second Zagreb index Yuver ) de (Wdg (V) (DxDy)[M(G, %, ) ]x=y=1  [811,12]
1
Randic ind —_— SY2SY2VM(G, %, ¥)xey=1 [8
andic index Yuwer (@) REOTAO] ( xSy )[ (G, %, Y)]x=y=1 [8]
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where used operators are defined as[8-10,12-14]:

xa(M(G.x,y)) D
O0x Y

dy

D2 (M(G,x,y)) = xw

X

1/2 _ M(G,t,y)
S (M(G,x,y)) = f S

0

IM(G,x,y))

M(G, x,y),Dy*(M(G,x,y)) =

dt\/M(G,x,y), Sy *(M(G,x,¥)) = f

*M(G,¢t, YM(G,x,t
0 0

TJPS

t

I(M(G, x,
D) s

M(G, ,t)

——=dtyM(G,x,y)

0

J(M(G,x,y)) = M(G,x,%), Qu(M(G,x,y)) = x*M(G,x,y)

One of the most recent defined degree based
topological indices is Nirmala index defined by Kulli
in 2021 [15], which is defined as follows:

N(G) = Xuver(s) VdeW+ds(v) (4)

where d; (u), and d; (v) are degrees of vertices u and
v in G respectively. Recently, some mathematical
properties of Nirmala index were studied in [16], also
many studies have done on Nirmala index, such as
the Nirmala index of Kragujevac trees in [17] by Ivan
Gutman, and et al. Also more studies can be found,
for instance different versions of Nirmala index in

about computing the M-Polynomial and next Nirmala
index through the obtained polynomial are shown for
certain graphs.

2 Results and Discussion

Theorem 2.1 For a graph G the formula of Nirmala
index can be obtained from the M-Polynomial of G as
follows:

N(G) = (D )MG,x ]| _,

where the two operators Dl/ 2, and J are defined as
above, and M(G,x,y) is the M-Polynomial of the

AT . A graph G.
[18]. Also on multiplicative inverse Nirmala indices i . _ d d
and Nirmala energy in [19, 20]. Ero?f. Since M(G,x,y) = Yuver)X 6y de®)
In the next section, the formula of computing Nirmala then:
index from the M-Polynomial, some important results
1 1
<D§J> MG, x] = <Dfl> x Wy dc®
UVEE(G)
1 1
- Z <D§]> [x600y )] = DZ [J (x %@ yde®)]
uveE(G) uveE(G)
1
= ]_)E[xdc(u%dc(v)]
UVEE(G)

uveE(G)

UVEE(G)

Theorem 2.2 Let K,, and K,,, be two complete graphs,
then the M-Polynomial of the vertex gluing of them

is:
MK (@Kmxy) = ("]

Do+ ("

\[(dc (W) +dg (v))xtcW+de(v) |/ xde(W+dg (V)

JdeW)+dg(v) = N(G), at x = 1, which is the result (4).

dKn(o)Km (w) = dKn(o)Km v)=n-1

case 2 If e = uv € E(K,,) such that u, v # u* then:

dKn(o)I(m(u) dKn(o)Km(V) =m-—1

)(xy)"Cése 31f e = u*v such that v € V(Kn) then

+xn+m 2[(71 1)yn 14 (m _ 1)ynd-,(1n](0),(m(u ) =n+m-—2and dK (O)Km(v) =n-

Proof: The graph K, (o)K,, has n +m — 1 vertices

n m
and (2) + (2 ) edges. . . _
Suppose that the vertex gluing point between them is
u*. Let e = uv € E(K,,(0)K,,) then
Case 1 If e = uv € E(K,,) such that u, v # u* then:

94

dKn(o)Km(u*) =n+m—2and dKn(o)Km(V) =

Case 4 If e = u*v such that v € V(K,,), then
m—1
From the above cases,
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x K (0)Km (u)ydKn(o)Km )

M (K, (0)Km, x, )

e=uveE (Kn(0)Km)
- Z XM=y m-1) 4 Z 2=y (m=1)

e=uveE (Knp—u*) e=uveE(Km—-u*)
+(Tl _ 1)xn+m—2yn—1 + (m _ l)xn+m—2ym—1

= ((3)-a-1) e +((3) - tn =) ayym

+(Tl _ 1)xn+m—2yn—1 + (m _ l)xn+m—2ym—1

= ("7 e+ ("] ) e
+x™"M2[(n — 1)y + (m — 1)y™ 1.

From Theorems 2.1 and 2.2, we get the following Definition 2.1 Let K, , K, be two complete graphs

result: and P;be a path. We define a new graph K,(P;)Ky, by
Corollary 2.1 The Nirmala index of the graph vertex gluing K, and K, to Py at it’s end points (see
K, (0)K,, is given by: Figure 4).

N(K, (0)Km)

(”;1) 2(n—1)+(m2_1),/2(m—1)
+(n—-1DV2n+m -3+ (m—1)vn+2m-3.

1 Uy vy vl U

Figure 4: K (P K,
Theorem 2.3 Let K,(P;)K, be defined as above. Then The M-Polynomial of the graph K.(P;)K is:

MKy (P) K, x,y) = (xy)? ("2 +y™ 2+t =3) + (n — Dx"y" 1 + (m — Dx™y™ !
+ (" o+ (M ) ey

Proof: The graph K,(P,)K,has n + m +t — 2 vertices Table 2: Edge partitions and number of edges in each

and (n) + (m) +t—1 edges. For all vertex v of the partition based on degree of end vertices in each edges
2 2 of the graph K,,(P)K,,

graph K,(P;)K, there are the following possibilities of
degree v ; 2n — 1nm — 1m. Let e = uv € Type of edges Number of edges
E(Kn(P;)K) then based on this information we have
the following illustration table (see Table 2). (2.2) t-3
2,n) 1
(2,m) 1
(n,n—-1) n—1
n—1,n-1) (Tzl)—n+1
(mm-—1) m-—1
(m—1m-1) (gl)—m+1
Sum of all edges (721) + (T;) +t-1
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Hence,
M(Kn(P)Km,x,y) = (t = 3)(xy)? +x%y" +x%y™ + (n = Dx"y" ™ + (m — Dax™y™ ™!
n _ m m—
+[(2) -n+ 1] ()™ + [(2) -m+ 1] (xy)m-1
=(@)?O" Py P+t =3) + (n— Dx"y" T+ (m - Day™ !
n—1 n-1 m-—1 m-1
("D ) e+ (M) G,
]
From Theorems 2.1 and 2.3, we get the following Corollary 2.2 The Nirmala index of the graph
result: Kn(P:)Kn is:

N (POK) = (" )V =D + (" ) 2tm =D + (- Vzn -1
+m—-DV2m—-1+Vn+2+Vn+2+2(t—3).

]
Definition 2.2 Let K, be a complete graph and C, be Proof: We see that ta graph C,(e)K, has n(n — 1)
a cycle. Suppose that we have n copies of K, such that vertices and n (n) edges. If e = uv € E(Cy(e)K,,), then
each copy of K, intersects with C, in only a unique h h 2 ibl for e

edge and no two copies of K, are intersected in their there are three possible cases for e:

edges (see Figure 5), we denote the constructed ~ Ca¢ 1 1T e = uv € E(Cy) then dc, ey, (U) =
graph by Cy(e)K. de, ek, (V) = 2(n - 1),

Case 2 If e = uv;such that u € V (K,) for some copy
of Kythen d¢, ey, (U) =n —1and d¢, )k, (Vi) = 2(n —
1), forallie {1,2,3,...n}

Case 3 If e = uv € E(K,) for some copy of K, such
that u,v # v;for all i € {1,2,3,...,n} then d¢, o)k, (U) =
an(e)Kn(V) =n-1.

Based on the above three cases we have the following
table (see Table 3).

Table 3: Edge partitions and number of edges in each
partition based on degree of end vertices in each edges
of the graph C,(e)K,,

Type of edges Number of edges
Figure 5: C,(e)K,
2n—1),2(n—-1

Theorem 2.4 Let K, be a complete graph and C, be a @ -2 - 1) "
cycle, and C,(e)K, be defined as above, then the M- 2n-1),n-1) 2n(n—2)
Polynomial of the C,(e)K,is:

-1 -1 (n—1,n-1) n(n—Z)
M(Co(€)Kn, %, ) = n(xy)" [ y)™* + 2(n — ' 2

n-1 n—2

2)x + ( 2 )] Sum of all edges n(rzl)
Hence,

xcn(eknW) ydcn(e)xn(v)

M(Cn(e)Kn, x,¥)

e=uveE(Cp(e)Kn)

=n(xy)?™D + 2n(n — 2)x2"Vyn-1 4 n (n N 2) (xy)nt

- 422t ().
|

From Theorems 2.1 and 2.4, we get the following Theorem 2.5 Let G be any graph and K, be the

result: complete graph, then the M-Polynomial of the cluster
Corollary 2.3 The Nirmala index of the graph graph of G and K, is:
Co(e)Kn is: ) MG, %) = Gy)" [M(G,x,9) + (0 = 1) Tueve) x4 +
= - - n- -1
N(Ca(€)Ky) = min =1 [2+2(n — 2)V3 + V2 ( 5 )] ne (" . )
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Proof: Clearly the graph G{K,} has nn vertices and Case 3 If e = uv € E(K,,) such that non of u and v is
mg + ng (721) edges, where m; is the size of G. tlhe identified vertex, then dg,(U) = dax,y(V) =N -
Lete = uv € E(G{Kn}) then, From the above cases

Case 1 If e = uv € E(G) then dg, ;(u) = d(u) + n —

land dgg,3(v) =dg(v) +n—1.

Case 2 If e = uv € E(K,) such that u be one of the

identified vertex and v € V (K,), for some copy of K,,,
then dgx,3(U) = dg(u) + n —1and dgek,y(V) =n — 1.

M(G{K,}, x,y) xdG{Kn}(u)de{Kn}(v)

e=uveE(G{Kn})
— xdg(u)+n—1ydg(v)+n—1
e=uveE(G)
+nG xd(;(u)+n—1yn—1
e=uveE (Kp); u is the it identified vertex
n-1
+ng Z (xy)
e=uveE(Ky); u,v are not the identified vertex
— -1 -1 -1
= )"IMG, ) + (= 1) ) xdemiyn
uev(G)

e (2 (- 1) oy

=" MG, x,y)+(n—-1) Z x%6W 4 q, (n; 1) _

u€ev(G)
]
From Theorems 2.1 and 2.5, we get the following Proof: Let e = uv € E(G{P.}), then there are three
result: cases:
Corollary 2.4 The Nirmala index of G{K,} is: Case 1 If e = uv € E(G). Then dgp 3(u) = dg(u) + 1
N(G{K}) = Suverey /deW) + dg(v) +2(n = 1) and dggp3(V) = dg(v) + 1.

+(1 = 1) ey Vo @) + 2(n — 1) +ng (" N 1) J2(n—Dase 2 If e = uv € E(P,), for some copy of P, such
- that u be the root vertex of P,. Then dgp 3(u) = dg(u)

Theorem 2.6 Let G be any graph and P,(n>3)bea  +21anddggp3(v) = 2.
path such that one of it’s end vertices be it’s root. Case 3 If e = uv € E(P,) for some copy of P, such
Then the M-Polynomial of the cluster graph G{P,} that u,v are not root of P,,. Then dgp 3(U) = dggp,3(V)
Is: =2or dG{Pn}(u) =2, dG{Pn}(V) =1.
M G{R.}x,y) = From the above cases,
MG, %,y) + ¥ Tuev) x4 + (n —
3ngxy + nGx].

M(G{R,}, x,y) xdG{Pn)(u)de{Pn}(V)

e=uveE(G{Pn})

Z 2460+ de)+1 4 Z xla(+1y2
e=uveE(G) uev(G)
+ng(n — 3)(xy)? + ngx?y

= (xy) [M(G.x.y) +y Z x40 4 (n — )ngxy + nex|.

u€ev(G)
[
From Theorems 2.1 and 2.6, we get the following Theorem 2.7 Let G be any graph and C, be a cycle
result: graph then the M-Polynomial of the cluster graph
Corollary 2.5 The Nirmala index of G{P,} is: G{C.}is:
NG = Bemwrere) de(W) + de(v) +2 + M(GIC,)) = e
Yueve)Vde W) +3 +ng[2n — 6 + /3] Cy)? [M(G,%,y) + 2 Buev(e) x 4™ +ng(n —2)].
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Proof: Let e = uv € E(G{C,}). Then Case 3 If e = uv € E(C,)) for some copy of C, such
Case 1 If e = uv € E(G). Then dgc,y(u) = dg(u) + 2 that u,v are not root of C,,. Then dgc,; (U) = dgc,
and dG{Cn} (V) = dg(V) + 2. (V) =2.

Case 2 If e = uv € E(C,), for some copy of C,such  From the above cases,
that u be the root vertex of C,. Then dg,; (U) =
dG(u) + 2 and dG{Cn} (V) = 2

MEGCIx) = ) xten®ytee®)
e=uveE(G{Cp})
_ Z x46a0+2), d6)+2
e=uveE(G)
+nG xdc(u)+2y2
e=uv€eE(Cyp); u is the root vertex of Cp
+ng > ()’

e=uv€E(Cy); u,v are not root vertex of Cp,

= () ) xleyle® g N pde@rzy? b (n— 2)ng (xy)?

e=uveE(G) u€ev(G)
= (xy)? MG, x,y) +2 Z x%6W 4 no(n— 2)].
uev(G)
]
From Theorems 2.1 and 2.7, we get the following M(G{Sn},x,y) =
result: xY)"M(G,x,y) + nx™y Yyey(e)x ™
Corollary 2.6 The Nirmala index of G{C,} is: Proof: Let e = uv € E(G{S,}). Then
N(G{Cn}) = Ze=quE(G) \/da(u) + dG (U) + 4 + Case 1 If e=uve E(G) Then dG{Sn}(U) = dG(u) +n
2[ng(m — 2) + TuevicyVde W) + 4] and ds,,3(v) = dg(v) + 1.

™ Case 2 If e = uv € E(S,), for some copy of S, such
Theorem 2.8 Let G be any graph and S, be the star  that u be the root vertex of S;. Then dgys 3(u) = dg(u)
graph, such that the center vertex of S, be it’s root +nand dgs,3(v) = 1.
vertex. Then the M-Polynomial of the cluster graph From the above cases,
G{Sn}is

M(G{S,}, x,v) xdc(sn}(u)ydc{sn}(v)

e=uveE(G{Sn})

xdc;(u)+nydg(v)+n+ Z xdg(u)+n(ny)

e=uveE(G) uev(G)
= (xy)"M(G,x,y) + nx"y Z xde),
u€ev(G)

]
From Theorems 2.1 and 2.8, we get the following Proof: Let G = G; + G,,and e = uv € E(G). Then,
result: Case 1 If e = uv € E(G,) then d;(u) = dg, (w) +
Corollary 2.7 The Nirmala index of G{Sy} is: n, and dg (v) = dg, (v) + 1y,
NG = Case 2 If e = uv € E(G,) then dg(u) = dg, (u) +

emuvez () Ve (@) + dg(v) + 2n ue d 1.
3 @ VacW) +de(v) +2n +n} v(c)\/W. n, and d, (v) = dGZ(U) + nq,

Theorem 2.9 Let G and G, be two graphs with vertex ~ C@s€ 3 If e = uv such thatu € V(G,) and v € V(G)
sets V (Gy), V (Gy), edge sets E (Gy), E (Gy), and  then dg(u) =dg, (W) +n, and dg(v) = dg,(v) +
orders ny, n, respectively. Then the M-Polynomial of n.

the join of G, and G, is From the above three cases,

M(Gl + GZ! X, J’) = (xJ’)nZM(pr,J’) + (xy)nlM(Glely)
XYM Y ev(6y) Lvev(cy) x 3620y 46z ()
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M(G,x,y) = x %6y dcv)

e=uveE(G)

= x%6Wyde®) 4 x%6Wyde@) 4 x%6Wyde®)
e=uveE(Gy) e=uveE(Gy) uev(Gy) vev(Gy)

_ Z 26, (04125, dg, W) ma 4 Z x6, W +n15,dG, (W) +ms
e=uveE(Gy) e=uveE(Gy)

+ xdgl(u)+n2yd¢;2 (W)+n,
uev(G,) vev(Gy)

= ()" MGy, x,Y) + ()" M (G, y) +x"2y" x 161y do, @)

From Theorems 2.1 and 2.9, we get the following
result:

uev(Gy) vev(Gy)

Corollary 2.8 The Nirmala index of the join graph
G, +G,is:

N(G, +G,) =

e=uveE(G1)

dg,(w) +dg,(v) +2n, +

de,(w) +dg,(v) +2ny
e=uveE(Gy)

+ Z Z deg, (W) +dg,(v) +ny + 1, .

uev(Gy,) vev(Gy)

Theorem 2.10 Let G; and G, be two graphs with
vertex sets V (Gy), V (G,), edge sets E (Gy), E (Gy),
and orders nj, n, respectively. Then the M-
Polynomial of the corona product of G, and G, is:

M(Gl @ GZ'x'y)

= (xy)"2M (G, x,y) + nyxyM (G, x,

]
n, and dg(v) = dg,(v) + ny,
Case 2 If e =uv € E(G,) for some copies of G,,
then dg(w) = dg,(u) +1 and dg(v) = dg, (v) + 1,
Case 3 If e=uv such that u e V(G,), and v €
G) for some copies of G, then dg(u) = dg, (u) +

+x™2y Buev(ey) Tveviey X1y %4{Dand dy(v) = dg, (v) + 1.

Proof: Let G = G; © G,, and e = uv € E(G). Then
there are the following cases,
Case 1 If e =uv € E(Gy), then dg(w) = dg, (u) +

From the above three cases,

M(G’ X, y) = xdG(u)de(v)

e=uveE(G)

= xdc(u)ydc(v) +ny xdG(u)de(V) + xdG(u)de(V)
e=uveE(G1) e=uveE(Gy) uev(G,) vev(Gy)

_ z 26, (0+n20, G, @)y 4 Z 2462 +15,dG, (V)41
e=uveE(G1) e=uveE(Gy)

+ xdG1(u)+n2dez(v)+1
uev(G,) vev(Gy)

= (xy)™2 xdG1(u)dez(”) + nyxy %462 (u)yd(;2 )

e=uveE(G1) e=uveE(Gy)
+xn2y xdcl(u)dez(v)
uev(Gy) vev(Gy)
= (xy)"2M (Gy, %, ¥) + nyxyM(Gy, %, y) + x"2y x61(y 6, )

From Theorems 2.1 and 2.10, we get the following
result:

uev(G,) vev(Gy)
|

Corollary 2.9 The Nirmala index of the corona graph
G; © G,is:
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NG, O G,) = Z \/dcl(u) +dg, () + 215 + 1y

e=uveE(Gy)

dg,(u) +dg,(v) +2

e=uveE(Gy)

+Z Z dg,W) +dg,(v) +ny + 1.

uev(G,) vev(Gy)

Conclusions

In conclusion, we studied the M-Polynomial and
Nirmala index, in such away computing both
concepts of some certain graphs. The exact
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