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1- Introduction

The nonlinear nature of most physical phenomena
such as random vibrations and nonlinear oscillation
necessitates that mathematical models have
nonlinearity in order to be closer to reality and to give
more accurate explanations that linear models
additional to the fact that these models clearly show
the characteristics of this nonlinear nature and the
most important nonlinear characteristics are.

1. Jump phenomena that are evident in your burial in
Duffing equations.

%(t) + bx(t) + cx(t) + dx3(t) =

Fcosvt ..(1.1)

where b,c,d are real constants, factor, b x(t) is the
damping force, Fcos(vt) be the external force and
cx(t)+dx3 (t) is the restoring force

2. Reliability between wave amplitude and
frequency which is clearly shown by the Doffing
equation

3. The presence of the limit cycle behavior and This
behavior is characterized by the following Vander -
Pol equation

x(t) —d.[1—x2(®)].x(t) + c.x(t) = 0 ...(1.2)
A local linear approximation method used to
approximate nonlinear differential equations to linear
differential equation near the fixed point of the
system gives almost better than the straight segment
approximation method, especially if the solution is
cyclic to clarify the approximate method of local
linearity, we consider the non — linear differential
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This paper concerned with studding a stability conditions of the

proposed non-linear autoregressive time series model Known as Pareto
Autoregressive model, acronym
dynamical method Known as local linearization approximation method
was used to obtain the stability condition of a non-zero singular point of
Pareto AR (p) model. In addition, we obtain the orbital stability
condition of a limit cycle in terms of model parameters when the Pareto
AR (1) possesses a limit cycle with period g > 1.

is defined by Pareto AR (p). A

equation, which Pol
equation
i+ (x2—1).%x +x=0...(13)
By setting x =y and y =% equation (1.3) will
become a system consisting of the following two
differential equations

x=y ..(14a)

y=0-x%).y-x .. (1.4b)
System (1.4a) , (1.4b) is called a two — dimensional
system the state space and the solution is the vector
(x,y)T which is called the path trajectory.
Taking the first and second terms of Tylor expansion
of (1.4) around the origin we get
. ] a
X=X(00)+ [+ + E]y
v=v@©0)+|Z + %] (1 —x%).y — %)
Note that both X and Y are functions of x and y ,
thatis X = X(x,y)and Y =Y(x,y) ,and X (0,0) =
0, Y(0,0) = 0, then the system becomes
x=y
y=(-1-2xy)+(1—x%
Or in Matrix form

EH{M AL

is the following Vander-

L(x,y)

Then a local linearization approximation of the
system (1.3) near the fixed point gives
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X x x 0 111>
[J-seof] o« ][ ]
y y vyl -1 y
That is mean

x=y ,y=—x+y ...(1.5)

And then we get

X —x+x=0 .. (16)

In fact, the origin point is not the only fixed point of
the system (1,2) thus, Chen has stated that the method
of approximation to local linearity can be applied to
non — Zero fixed points. [1]

The local linearization technique can be applied to
approximate a nonlinear autoregressive time series
model to a linear one and then obtaining the stability
conditions of a model in terms of its parameters.
Many researchers were used this technique such as
Ozaki T. in 1982 and in 1985 used this dynamical
technique in studding the exponential autoregressive
model.[2],[3], in 2007 Mohammad and Salim In
studding logistic Autoregressive model.[4], In 2010
Mohammed and Ghannam used this technique in
studding Cauchy autoregressive model.[5], Salim and
Esmaeel and Jasim in 2011 used the same method In
studding stability of amplitude dependent exponential
autoregressive model.[6], in 2012 Salim and Younis
in studding the stability of a non-linear autoregressive
models with trigonometric function.[7], Salim and
Abdullah in 2014 studied the stability conditions of a
polynomial model with hyperbolic cosine function.
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[8], , Mohammad and Ghaffar in 2016 in studying
stability of conditional variance GARCH models.[9],
Mohammad and Mudhir in 2020 used the local
linearization technique in studding the stability
condition of exponentiall GARCH model by a
dynamical approach [10] .

2- Preliminaries

Pareto probability distribution function depend into
two parameters, the first one is the minimum value of
a random variable X denoted by x, and called the
scale parameter, the second parameter a be the shape
parameter and the cumulative distribution function
(c.d.f) of Pareto distribution given by

F(X,a,xp) = 1—(x—m) @ L XZ2Xp, % >0,a>

X
0 ...(2.1)
The probability density function ( p.d.f ) of Pareto
distribution is
fX,a,x,) = % X2 Xy, Xy >0,a>0
Figure (2.1) represents the graph of the cumulative
distribution function of the Pareto distribution with
the values of a. . [11],[12]
The smooth jump from 0 to 1 in the graph of
cumulative distribution function characterized the
nonlinear behavior of this function , then it's useful
to define and suggest the Pareto autoregressive
model which is one of nonlinear time series

pareto c.d.f for a different values of a

0.1r-

—%—a=1 H

a=0.5

90 100

Fig 2.1: graph of Pareto c.d.f with different values of a

Definition 2.1
Let {x,} be a discrete time series then the Pareto AR
(p) model is defined as follows :

Xe = X0 e+ Bl = G2 Koo+
Ze , Z~iidN(0,6%) ..(2.2)
Where {z.;} be a white noise process, a and x,, are

shape and scale parameters, {a;} and {B;},l=
1,2,3, ... p are constants.

Definition 2.2
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Let T be a finite positive integer. A k-dimensional
vector Y* is called periodic point with period T
if Y'=fT(Y)andY" # f/(Y) for1<j<T
Here Y* is a fixed point of f7, we say that Y* is a
periodic point with period T for some T>1. And the
ordered set {Y*, £(Y*), f2(Y*), ..., fT71(Y*)} is called
a T-cycle. We say that Y, is eventually periodic if
there is a positive integer n such that Y* = f"(Yp)
is periodic. We say that Y, is asymptotically periodic
if there exists periodic point Y* for which
If"(Yo) = fT(Y)II >0 as n—>o0 . [1]
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Definition 2.3

A singular point r of a model
Xr = f(Xr-1,Xr—2,...,Xr_p) Where f is linear or
nonlinear function is defined to be a point for which
every trajectory of the model beginning sufficiently
closed to the singular point rapproaches to it either
forT—> coor T » —oo . If it approaches to a singular
point for T — oo, then its stable singular point, and if
it approaches to a singular point for T » —oo , then
its unstable singular point.[13], [14]

Definition 2.4

A limit cycle of a model
Xr = f(Xr-1,Xr—2,...,Xr_p) where f is nonlinear
function is defined as an closed isolated trajectory

Y1 Y141 Y742 5o s Y14q= Y1 -+ (2.3)

Where the period g >1 be a smallest positive
integer such that yr,,= yr . Closed means that if the

initial value (yy,y2 .y3 ,-... , yp) belongs to the limit

CyCIe’ then(y1+kq'y2+kq' ------ 'yl)+kq) = (Y1' Y2 .¥3
sy yp) forany k € Z*. By lIsolated we mean that
every trajectory being sufficiently closed to the limit
cycle approaches to it forT > c0or T » —oco Ifit
approaches to the limit cycle for T — oo , then the
limit cycle is , but if it approaches to the limit cycle
for T — —oo , then the limit cycle is unstable. [13],
[14]

3- Stability condition Pareto AR(p) model

In this paragraph we study stability for the time series
model (2.2)

Whereas, the function [1 - (—) ] has the
Xt—1

following properties

1-limy,  p F(Xeo1,0,05) =1

2-limy, 3 F(x_1,a,x7,) =0

The characteristic equation of the model (2.2)

represent the transition between the two Scheme

Y_i(a;+ B) when x,_; > x,, and Y7, when

Xp_1 > F 0

To study the stability conditions of (2,2 ) by using a

local linearization technique , we first  find the

nonzero singular point of the model by putting

x;_g =71  for s=012,..,p in (2,2) and

suppressing a white noise process Z, , we get

=Xl fat ma- ()]

1Zl L o= Zl 1 B Zz 1 :Bl(xm)
1—( =1 (g + ﬁz))z' 1=1 B (T)
L ) )

- Zl 1Bl r
(., (@+p)-1 (x_m) a

B T \r

1=y (a1t BD)-1 1
Let k= (Zl‘lpﬂ then ka=" andwe
Zl=1Bl r

get

Xm
r = ﬁ (31)
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Then the non-zero singular point for Pareto AR (p)
model exists and real if k > 0, that is

(=P, (a+ pD)-1
B 0 ..(3.2)

PROPOSITION 3.1

Pareto AR (p) model defined in (2, 2) is
asymptotically stable if all the roots of characteristic
equation

=3k AT =0 lies inside the unit circle,
where

hy = a; + (1 — k) + ak Z7_, By ... (3.3)

h; = a; + (1 = k)p; for j =123, ....p

.. (3.4)

Proof:

Closed to the nonzero singular point of the model we
consider the variation difference equation in the
neighborhood of r by setting x,_s = r + r,_s , where
1:._s be the radius of a neighborhood such that
|rieg]® >0 for n>2 ,5s=0,1,2,...,p in Pareto
AR(p) model (2.2) after the white noise be
suppressed we get

o= X e (1- () o
e_) . (3.5) B

By using Maclaurin expansion of (1 4=t ) ’ we
get

() - .,
() =1 () o (e )
=1- () (-2 o cam )

But 72, — 0 then
xm \ _ 4 (xm\? (4 _ ar—
-() =) (1-*2)
zl_k(l_a?‘t 1):1—]( (1_%) , then
a\r m
xm \2 ak Yk re_q
- (r—m_l) —k+ () L 36)
And by substltutlng (3.6) in equatlon (3.5) we get
k Yk re_
r+r= Y0 o +B; (1—k+(ax—mr“)](r+
Te_1) .
k ¥k re—
= S0 et B- Biko+ (B |

L))

T4+ =X ar+ X an + X B+
Zf:l Bire— —

P Bak¥kre_qr
X Bikr = X Bk, + “x—mtl +
¥ BlakVk i

Xm

But |r,_,7,_; | = 0 then

r+n=r[¥_aq+QA -k, 5]+

Zl_lﬁzaxk—ﬂ:/_rmr + YP e+ (1 =),
k)Bire-1

rt:Z lﬁlak\/_rt1xm+zl L+ (1 -
[a1 (1 —k)p; + akZ 131]7} 1+
f:z [al + ﬁl(]‘ k)]?”t_l (37)

Tt
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which is a linear difference equation of order p in
the form
=M1t horey+ o hpr
where
hy =a+B(1—k)+ak ¥, B
h; = a; + (1 = k)p; for j=1,23....p
And the non-zero singular point of the Pareto AR (p)
model is stable if all the roots
of characteristic equation given
Y0 hy A~/ =0 lies inside unit circle
In the following proposition we find the stability
condition of a limit cycle when
Pareto AR (1) possess a limit cycle of period g > 1
PROPOSITION 3.2
If the following Pareto AR (1) model possess a limit
cycle of period g > 1

x. a
X, = [a1 +8, (1— (—m) )] X1 +Z  ...(3.9)

Xt—1

Then the model (3.9) is orbital stable if

... (3.8)

by AP —

L, [+ 8 (1- - (22))]| <1 .. G10)
Proof:
Let X, Xpy1, Xeys - Xerq = X D€ @ limit cycle of

period g > 1, near each point of a limit cycle
x, suppose r, be the radius of a neighborhood
whose center is the point x, such that »* — 0 for
n>2 andfors=t¢tt+1,..,t+q, by replacing
xg in (3.10) by x,+rg for s=t,t—1 after
suppressing a white noise process we get

a
xt+rt=[a1+ﬁl(1_( ))] (xe—1 +
T—q) ... (3.11)
By using Maclaurin expansion of 1 — (
we get

e
-1 () e (1429

a Xt—1
=1- (;—I_"l)a (1 —&)a , then
1= (xt_f-:-nrt_l) =1- (;—:) i (3.12)

Xm

Xt—1t Te—1

Xm )a
Xt—1+Tp—1

Xt—1 a
Xm
Xt—1 Xt-1

By substituting (3.12) in equation (3.11) we get

X+ = . .
o +B 1= (22) +(22) 2] (e +
Ti—1)

xm \¢
Xe+ 1= QqXeq + 0qTeq + B (1 — (xt—l) +
Xm

i (1-(2)+ () 52
Xe+ 1= (o<1+ B.(1 - (E)a) X1 +
por (22

Xt—1

R X

arg—1

Xt—1
X

a
+oy7ioq + Bi7i-1 — B1Ti-1 (Fr_nl) +
a
Bl (%) Xt—1

But 72, - 0 then

a rtz_l
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_ xm \¢ xm \¢
=P ) 4T + B — Bin-1 () +

t—1 Xt—1
A7t

a

= [0‘1 +(1-1-a) (xi_r_n) )] Te1
(3.13)

equation (3.13) is difference equation of variable
coefficients of the first order and it’s difficult to solve
exactly but we discuss the convergence of the
e
Tt+q
the difference equation (3.13) is stable (limi,e 1 =

0)if|

equation (3.13) to zero by checking the ratio

Tt

Tt+q

a
Let T(xe-1) = a1 + B4 (1 -—(1-a (%) )'
then we can write

Teer = T(xOn
Consequently

<1

Tt4q = T(xt+q—1)rt+q—1 =

T(xt+q—1)T(xt+q—2)Tt+q—2 =
T(xt+q—1)T(xt+q—2)T(xt+q—3)rt+q—3
And after q iteration

Terq = [172; T(*eaq—j)- 7, then

% = |H?:1 T(Xtrq-7)|

Finally the difference equation (3.13) is stable if
M, (g | < 1

Finally, the limit cycle (if it exists) of Pareto AR (1)

model is orbitally stable if

a

s fe + B2 (1- - (32) )] <1
Example 3.1
Consider the following Pareto AR (3) model that
obtained by modelling the monthly mean Ozone data
for the years (1990-2019)
xe = B [+ B = D] 2oy +20.. B.15)
Where the parameter’s values are given by
o, = 1.571292 , B, = —0.178009
a, = —0.582187, B, = —0.337623
a; = 0.066526 , B3 =0.082280
Xn = 217.035 , a=0.772381

By using (3.2) we calculate k=0.8715 =0 , then the
nonzero singular point exists and equal to 259.2701
and by applying equations (3.3) and (3.4) we obtain
that h; = 1.2567 , h, = -0.6256 , h; = 0.0771 , and
the root of the characteristic equation
A3 —1.125674% + 0.62564 — 0.0771 =0 are
A =017777,4, = 053946 + 0.377721i,1; =
0.53946 — 0.37772i

Since [1;] =10.17777| < 1 and
[22] = |25] = /(053946)% + (0.37771)2 =
v0.4337 = 0.6586 <1
Then the Model (3.15) is asymptotically stable. Fig
(3.1) shows the convergence of trajectories that
starting from different initial values to a nonzero
singular point of the model.

we get
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Trajectory plot of pareto AR(3) with initial values
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Fig. 3.1: Trajectory plot of Model (3.15)
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