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ABSTRACT 

In this research, a new method of hybrid conjugated gradient methods 

was developed. This method is based mainly on the hybridization of 

Dia-Laio and Wei-Yao-Liu algorithms, by using convex fitting and 

conjugate condition of line Uncontrolled search. The resulting algorithm 

fulfills the condition of sufficient proportions and has universal 

convergence under certain assumptions. The numerical results indicated 

the efficiency of this method in solving nonlinear test functions in the 

given unconstrained optimization. 

 

 

1. Introduction  
Optimization problems are the process of obtaining 

minimization or maximization of a function from 

variables Consider the following an unconstrained 

minimization problem in the form as follows: 

minxϵRn f(x) (1)  
Where f: Rn → R  is continuously differentiable 

function and bounded below. Nonlinear conjugate 

gradient method is well suited to solving problems its 

iterative formula is given by  

 xk+1 = xk + αkdk     k = 0,1,2….(2) 

Where the positive step size αk > 0 is obtained by 

α line search, The search direction dkon this gradient 

conjugate method uses the following rules:  

dk+1 = {
−gk+1    ,    k = 0

−gk+1 + β
FZ
k
dk

      … (3)    

where  gk = ∇f(xk) , and βk is an important 

parameter. The different choices for the parameter 

βk correspond to different CG methods. Over the 

years, many variants of this scheme are proposed, and 

some are widely used in practice. 

Above step length α It was obtained with the terms of 

the SWP (The strong Wolfe–Powell) consist line 

research as follows : 

|g(xk + αkdk )
T| ≤  −σgT

k  
dk  … (4)  

We are now reviewing some popular formulas βk : 

βHS
k
=
gTk+1yk

dTk  yk
   (Hestenses–Stiefel , 1952 [11] ) … 

(5) 

βFR
k
=
‖gk+1‖

2

‖gk‖
2      (Fletcher – Reeves , 1964   [12]) 

….(6) 

βPR
k
=
gTk+1yk

‖gk‖
2     (Polak – Ribiere  , 1969  [1] ) …(7) 

βDX
k
=
‖gk+1‖

2

dTk  gk
      (Dixon   ,    1975          [4] )  …(8) 

βCD
k
=
−‖gk+1‖

2

gTk  dk
     (Fletcher- Cd- 1987     [13]  ) 

…(9) 

βLS
k
=
gTk+1yk

−dTk  gk
      ( Liu-Storey , 1991 [15]  ) …(10) 

βDY
k
=
‖gk+1‖

2

yk
Tgk

      ( Dai-Yuan  , 1999  [14]  )  …(11) 

The above-mentioned methods are identical when the 

quadratic function is tightly convex and the line 

search is accurate, because the gradients are mutually 

orthogonal, the HS, PR, LS algorithms are effective 

and efficient in scientific applications. 

Mathematically, their convergence did not appear as 

for the other part of the algorithm (6), (8), (9), (11) as 

it has been theoretically proven that it possesses the 
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property of comprehensive convergence but is 

inefficient in scientific applications, and through the 

above preferences a new type of conjugate algorithms 

called hybrids appeared, under the conditions of 

SWP, several hybrid methods were proposed In order 

to obtain conjugate gradient methods which have 

good computational efficiency and affinity properties. 

Scientists have found these techniques in order to 

eliminate failure and improve performance of popular 

conjugate gradient algorithms. The hybrid CG 

algorithms are better than the classical conjugated 

gradient algorithms where the hybridization method 

is based on the concept of the convex structure of the 

classical CG algorithms. The  θk  parameter is found 

in the convex structure by making use of the 

fulfillment of the conjugation condition and the 

direction of Newton.[18] . Significant progress has 

recently been made in the field of conjugate gradient 

methods and their applications [8 and 4]. We mention 

the mixed pairing method, which is a specific set of 

different pairing methods. Designed to improve the 

behavior of these methods and avoid the phenomenon 

of perturbation, here we consider a convex 

combination of the coupled gradient methods DL and 

WYL, the corresponding paired gradient parameters 

are 

Our study in this paper will be a Hybrid Conjugate 

Gradient Method as a Convex Combination of Dai–

Liao (DL) 

and  Wei–Yao–Liu (WYL). 

βWYL
k
=
gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 … (12)  

βDL
k
=
(yk−tSk)

Tgk+1

dTk  yk
 , yk = (gk+1 − gk) , t =

2‖yk‖
2

STkyk
 … (13)      

where t is a nonnegative parameter and note that if 

t=0 then βDL
k
reduces to the CG parameter proposed 

by (5) Hestenes and Stiefel (1952).  

Hybrid  by using a convex structure .i.e :  βFZ
k
=

θkβ
WYL

k
+ (1 − θk)β

DL
k
  …(14)  

and by use of the conjugation condition for an 

uncontrolled search line (Dai and Liao,2001   [2] ) 

 that takes the formula  θk to calculate the parameter : 

dTk+1yk = −ρg
T
k+1
Sk      , ρ > 0  …(15) 

Now, we introduce a new hybrid method 

2- A New Hybrid Conjugate Gradient 

Method  
Hybrid methods are done by connecting two methods, 

one of the two methods has good computational 

properties and the second method has strong 

comprehensive convergence properties. 

Using (14), we get the value for the parameter θk, 

which we denote  

βFZ
k
= (θkβ

WYL
k
+ (1 − θk)β

DL
k
)  

from (12) and (13) We get: 

βFZ
k
=

 θk  
gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 + (1 − θk)

(yk−tSk)
Tgk+1

dTk  yk
  

= θk  
gTk(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 +

(1 − θk)
 gTk+1(yk−

2‖yk‖
2

STkyk
Sk)

dTk  yk
  

=

θk  
gTk(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 + (1 − θk)

 gTk+1(yk−
2yTkSk
STkyk

yk)

dTk  yk
  

 =   θk (
gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 − 

−gTk+1yk

dTk  yk
) +

−gTk+1yk

dTk  yk
  

From (3) we get : 

dk+1 = −gk+1 + (θk (
gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 −

 
−gTk+1yk

dTk  yk
) +

−gTk+1yk

dTk  yk
)dk  

Multiplying both sides of the equation by the 

vector  yk we get : 

dTk+1yk = −g
T
k+1
yk + (θk (

gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 +

 
gTk+1yk

dTk  yk
) −

gTk+1yk

dTk  yk
)dTkyk   

Now we substitute the conjugation condition for the 

uncontrolled search line (15)  

.i.e..  dTk+1yk = −ρg
T
k+1
Sk 

−ρgT
k+1
Sk = −g

T
k+1
yk + (θk (

gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 +

 
gTk+1yk

dTk  yk
) −

gTk+1yk

dTk  yk
) dTkyk         

−ρgT
k+1
Sk + g

T
k+1
yk =

θk (
gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 dTkyk + g

T
k+1
yk) −

gT
k+1
yk         

θk =
−ρgTk+1Sk + 2g

T
k+1yk

gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2 dTkyk+ g

T
k+1yk

=

 
‖gk−1‖

2(−ρgTk+1Sk + 2g
T
k+1yk)

gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)d

T
kyk + ‖gk−1‖

2 gTk+1yk

    

Algorithm 𝛃𝐅𝐙
𝐤
 

Step 1 : set x° ∈ R
n   , ε ≥ 0 . compute f(x°) and 

g0 set d0  = −g0 , and the initial guess 

 α0 =
1

‖g0‖
 if ‖g0‖ ≤ ε ,  then stop .   

Step 2 : Compute αk  by line searches defined in 

equation (4). 

Step 3 : Let    xk+1 = xk + αkdk  ,  gk+1    = g(xk+1).   
Compute  sk   and  yk    
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Step 4 : If  0 < θk < 1 then compute βFZ
k
 by (3) if 

θk ≥ 1  , then compute βFZ
k
 by  βWYL

k
. If   θk ≤ 0 

then compute    βFZ
k
 by  βDL

k
          

Step 5 : Increase k by one and go to Step 2 . 

 3- Invistigation Sufficient descent 
Theorem 1:  If the objective function f(x) is 

continuously differentiable  and Let the sequences 

 {gk} and {xk}be generated by βFZ method. Then the 
k

search direction 𝑑𝑘 satisfies the sufficient  descent 

condition: 

 dTkgk ≤ −C‖gk‖
2   (16)  

Where C is a positive constant independent of k,  

Proof : The result can be establish by induction. 

When k=1 we have dT1g1 ≤ −g
T
1
g1 ≤ −C‖gk‖

2  

Let k=k+1           

From (3)    dk+1 = −gk+1 + β
FZ
k
dk   

Multiplying both sides of the equation by the 

vector  gk+1  and from (14) we get : 

dTk+1gk+1 = −‖gk+1‖
2 + (θkβ

WYL
k
+

(1 − θk)β
DL
k
) dTkgk+1     

 Let  −‖gk+1‖
2 = −‖gk+1‖

2θk − (1 − θk)‖gk+1‖
2 

dTk+1gk+1 = −‖gk+1‖
2θk − (1 − θk)‖gk+1‖

2 +

(θkβ
WYL

k
+ (1 − θk)β

DL
k
) dTkgk+1     

dTk+1gk+1 = −‖gk+1‖
2θk+ θkβ

WYL
k
dTkgk+1 −

(1 − θk)‖gk+1‖
2 + (1 − θk)β

DL
k
 dTkgk+1     

dTk+1gk+1 = θk(−‖gk+1‖
2 + βWYL

k
dTkgk+1) +

(1 − θk) (−‖gk+1‖
2 + βDL

k
 dTkgk+1)    

 dTk+1gk+1 = θkd
WYL

k+1gk+1 +  (1 −
θk)d

DL
k+1 gk+1  

Firstly, let,θk = 0  then   dk+1 = d
DL
k+1    

Remember that    dDLk+1 = −gk+1 + β
DL
k
dk 

gT
k+1
dDLk+1 = −‖gk+1‖

2 + βDL
k
gT
k+1
dk  

  gT
k+1 

dDLk+1 =

−‖gk+1‖
2 + (

(yk−tSk)
Tgk+1

dTk  yk
) gT

k+1
dk , t =

2‖yk‖
2

STkyk
    

After substituting the value of t We get: 

  gT
k+1 

dDLk+1 =

−‖gk+1‖
2 +

(

 
(yk − 

2‖yk‖
2

STkyk
Sk)

T

gk+1

dTk  yk

)

 gT
k+1
dk  

  gT
k+1 

dDLk+1 =

−‖gk+1‖
2 + (

gTk+1(yk − 
2yTkyk
STkyk

Sk)

dTk  yk
)gT

k+1
dk =

−‖gk+1‖
2 −

gTk+1 yk

dTk  yk
gT
k+1
dk  

  gT
k+1 

dDLk+1 = −‖gk+1‖
2 − ‖gk+1‖

2 d
T
k yk

dTk  yk
  

  gT
k+1 

dDLk+1 ≤ − ‖gk+1‖
22 ≤ − ‖gk+1‖

2C   

Now, let  θk = 1 , then    dk+1 = d
WYL

k+1 , 

dWYLk+1 = −gk+1 + β
WYL

k
dk 

gT
k+1
dWYLk+1 = −‖gk+1‖

2 + βWYL
k
gT
k+1
dk   

From (12) we get : 

gT
k+1
dWYLk+1 =

 −‖gk+1‖
2 +

(‖gk‖
2 −   

‖gk‖

‖gk−1‖
gTk gk−1)

‖gk−1‖
2     gT

k+1
dk  

The fact that gT
k 
gk−1 > 0   means we can get an 

inequality  0< cos θk < 1  where θk is the angle 

between gk and gk−1.  

Some authors give other discussions and 

modifications in [3 and 20]. In fact, gk  −

   
‖gk‖

‖gk−1‖
gk−1 is not our point at the beginning, our 

purpose is involving the information of the angle 

between gk   and gk−1 .From this point of view, 

βWYL
k 

has the following form: 

βWYL
k 
=

‖gk‖
2

‖gk−1‖
2
(1 − cos θk) … (17)                                

From (17) We get : 

gT
k+1
dWYLk+1 ≤ −‖gk+1‖

2 +
‖gk+1‖

2

‖gk‖
2
(1 −

cos θk)   | g
T
k+1
dk| ,  

From (4) strong Wolfe-Powell conditions we get  : 

gT
k+1
dWYLk+1 ≤ −‖gk+1‖

2 +
‖gk+1‖

2

‖gk‖
2
(1 −

cos θk)(−σ g
T
k
dk) From sufficient descent condition 

(16):  

gT
k+1
dWYLk+1 ≤ −‖gk+1‖

2 +
‖gk+1‖

2

‖gk‖
2
(1 −

cos θk)(σ h‖gk‖
2) , h > 0  

 

gT
k+1
dWYLk+1 ≤ −‖gk+1‖

2 + ‖gk+1‖
2(1 −

cos θk)(σ h)  

gT
k+1
dWYLk+1 ≤ −(1 − σ h(1 − cos θk))‖gk+1‖

2  

gT
k+1
dWYLk+1 ≤ −r‖gk+1‖

2     ,      r = 1 −

σ h(1 − cos θk)   

4- Global Convergence 
We now show the global convergence result for the 

new hybrid method.  Now we will get to know 

several hypotheses : 

Assumption 1 : A  f  is function bounded from below 

on the level set  Ω={f(x) ≤ f(x°) |x ∈ R
n} , x° is the 

starting point. In some neighborhood of N of set Ω  

the objective function is continuously differentiable , 

An important result for proving the global 

convergence properties of nonlinear CG algorithms is 

the famous Zoutendijk condition[7] , that is there 

exists a constant A > 0 such that :  

‖g(x) − g(y)‖ ≤ A‖x − y‖ , ∀ x, y ∈ N 
These assumptions imply that there exists a positive 

constant q  such that : ‖g(x)‖ ≤ q , ∀ x ∈ N… (18) 
Theorem1: Suppose Assumptions 1 hold. Given any 

iteration of the form (2), where dk is a descent 

direction and  αk  satisfies (4) and Zoutendijk 

condition  then we have : 

∑
(gTkdk)

2

‖dk‖
2

∞
k=0  < +∞ . . (19)  

The proof had been given in [10, 5]. In[8], Gilbert 

and Nocedal introduced the following important 

theorem. 

Theorem 2: If Assumption 1 holds and {x} is 

generated by the Hybrid CG Algorithm, where dk is a 
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descent direction, from the strong Wolfe line search. 

If : 

∑
‖gk‖

4

‖dk‖
2 = ∞  … (20)

∞
k=0        

Then      limk→∞ inf‖gk‖ = 0  … (21)   
Proof : Suppose that ‖gk‖ ≠ 0 for all k. Then there 

exists a constant L > 0 such that 

‖gk‖ ≥ L … (22)  
Now we need to simplify my words From (4) and 

yk = (gk+1 − gk)  we get : 

dTk  yk = d
T
k  (gk+1 − gk) = d

T
k  gk+1 − d

T
k  gk ≥

σdTk  gk − d
T
k  gk ≥ c(1 − σ)‖gk‖

2…(23)  
And from Zoutendijk condition: 

  ‖yk‖ = ‖gk+1 − gk‖ ≤ A‖xk+1 − xk‖ ≤
AF… (24)  
Where F = Max {‖x − y‖ , x , y ∈ N  }   is the 

diameter of the level set N. 

From (3) and (12)  and  (13)  we get : 

|βFZ
k
| ≤  |βDL

k
| + |βWYL

k
| ≤ |

(yk−tSk)
Tgk+1

dTk  yk
      | +

 |
gk
T(gk −   

‖gk‖

‖gk−1‖
gk−1)

‖gk−1‖
2         |     

When t=
2‖yk‖

2

STkyk
 we get : 

  |βFZ
k
| ≤  |βDL

k
| + |βWYL

k
| ≤ |

−gTk+1yk

dTk  yk
     | +

 |
‖gk‖

2 −   
‖gk‖

‖gk−1‖
gTk gk−1

‖gk−1‖
2  |     

|βFZ
k
| ≤

|
‖gk+1‖‖yk‖

c(1−σ)‖gk‖
2     | +  |

‖gk+1‖
2 −   

‖gk+1‖

‖gk‖
‖gk ‖‖gk+1‖

‖gk‖
2  |    

From (18) and (22) and (23) and (24) we get :  

|βFZ
k
| ≤ |

qAF

c(1−σ)L2
     | + |

q2 −   
q

L
Lq

L2
 |  

|βFZ
k
| ≤

qAF

C(1−σ)L2
+ 

q2+  
q

L
Lq

L2
≤ M . . (25)  

‖dk+1‖ ≤ ‖gk+1‖ + |β
FZ
k
|‖dk‖ ≤ ‖gk+1‖ +

M‖
Sk

αk
‖ ,   Sk = xk+1 − xk    

≤ q +M
F

γ
≤ W      ,          γ > 0   

which implies that : 

∑
‖gk‖

4

‖dk‖
2 = ∞

∞
k≥0   

∑
C2L4

‖dk‖
2 ≤  

∞
k≥0 ∑

(
dTkgk

‖gk‖
2 )

2

‖gk‖
4

‖dk‖
2 ≤∞

k≥0

 ∑

(dTkgk)
2

‖gk‖
4 ‖gk‖

4

‖dk‖
2 ≤ ∞

k≥0 ∑
(gTkdk)

2

‖dk‖
2

∞
k=0 < +∞  

Contradiction we have limk→∞ inf‖gk‖ = 0   

5- Numerical Results  
In this section, we will discuss the numerical results 

of the proposed algorithm FZ1 obtained by using the 

algorithms WYL and DL, as well as the conditional 

(Wolfe) of a set of test functions in the unconstrained 

optimization is taken.[19]  

To evaluate the performance of this proposed 

algorithm, (75) test functions were selected, which 

were included in this study 

The functions were chosen for the dimensions, and by 

comparing the performance of this proposed 

algorithm with the algorithms Dai–Liao (DL) and 

Wei–Yao–Liu (WYL) the measure used to stop the 

repetitions of the algorithms is, the program was 

written in Fortran language (Based on the program 

Andrei) (FORTRAN 77) (version 6.6.0), the test 

functions usually start with the standard starting point 

and the summary of numerical results is noted in 

Figures (3.1) and (3.2) And (3.3) and by means of the 

program (Matlab R2009b), the algorithm evaluation 

scale was compared based on the method of Dolan 

and Moore to compare the efficiency of the proposed 

algorithm with the algorithms of Dai–Liao (DL) and 

Wei–Yao–Liu (WYL). Defined as a set of test 

functions and the number of algorithms used. to be 

lp,s  represents the number of times the value of the 

objective function is found by algorithm  s  to solve 

the  p  problem 

rp ,s =  
 lp,s  

l∗p
    , l∗p = min{lp,s  : s ∈ S}      

Obviousl rp ,s ≥ 1  for all values p , s If the algorithm 

fails to solve the problems, then the ratio   

 rp ,s  Equal to a large number M The efficiency 

characteristic of the s algorithm is known as a 

function of the distribution of the compound over the 

efficiency ratio    rp ,s   ρs(τ) =  
size{p∈P: rp ,s ≤τ}

np
  

Our comparisons includes the following:  

1- iter: the number of iteration  

2- fg : number of function and gradient evaluations. 

3- CPU time  

Figs. 1, 2 and 3 shows performance of these methods 

for solving 70 unconstrained optimization test 

problems, relative to the iterations (iter), function–

gradient evaluations (fg) and CPU time, which are 

evaluated using the profile of Dolan and More [6]. 

That is, for each method, we plot the fraction p of 

problems for which the method is within a factor τ of 

the best (iter) or (fg) or CPU time. 

 



  
 

  
Tikrit Journal of Pure Science Vol. 26 (6) 2021 

 

104 

 
Fig.1: Performance based on iteration 

 

 
based on number of function evaluations for the algorithms DL, WYL and FZ   Fig.  2: Comparison 

 

 
Fig. 3: Performance based on Time 
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 لكل من محدب المترافق وبصيغة التركيب ال لتدرججديدة ل تهجين طريقة

 Dia-Laio  وWei–Yao–Liu 

 زياد محمد عبدالله ، فارس سليم ذياب 
 ، تكريت ، العراق قسم الرياضيات ، كلية علوم الحاسوب والرياضيات ، جامعة تكريت

 

 الملخص

 و Dia - Laio خوارزميقات  تهجقين علق  الأسقا  فقي الطريققة هقذ  وتعتمقد . الهجينقة التقدر  المترافق  طرائق  من جديدة طريقة تطوير تم البحث هذا في
Wei–Yao–Liu  ,ذات الخوارزميقة الناتجقة تحقق  طقرل النسقب الكقافي وتركيقب محقدب وطقرل الترافق  لخق  بحقث بيقر مضق ول    بأسقتخدام وذلك 

  .المعط  المقيدة بير الامثلية في اللاخطية الاختبار دوال حل في الطريقة هذ  كفاءة ال  العددية النتائج وأطارت .معينة فرضيات تحت طامل تقارب
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