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1. Introduction

Optimization problems are the process of obtaining
minimization or maximization of a function from
variables Consider the following an unconstrained
minimization problem in the form as follows:

minygn f(x) (1)

Where f:R® - R is continuously differentiable
function and bounded below. Nonlinear conjugate
gradient method is well suited to solving problems its
iterative formula is given by

Xk+1 = Xk + akdk k= 0,1,2 (2)

Where the positive step size ay > 0 is obtained by
a line search, The search direction dyon this gradient
conjugate method uses the following rules:

—8k+1 k=0
dysq = ...(3
k+1 {_gk+1 + BFdek ( )

where g, = Vf(xy), and fxis an important
parameter. The different choices for the parameter
By correspond to different CG methods. Over the
years, many variants of this scheme are proposed, and
some are widely used in practice.

Above step length o It was obtained with the terms of
the SWP (The strong Wolfe-Powell) consist line
research as follows :

lg(xi + apedi )| < —og”, dic ... (4)
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In this research, a new method of hybrid conjugated gradient methods

was developed. This method is based mainly on the hybridization of
Dia-Laio and Wei-Yao-Liu algorithms, by using convex fitting and
conjugate condition of line Uncontrolled search. The resulting algorithm
fulfills the condition of sufficient proportions and has universal
convergence under certain assumptions. The numerical results indicated
the efficiency of this method in solving nonlinear test functions in the
given unconstrained optimization.

We are now reviewing some popular formulas B, :
T
pHS, = £ ker¥k  (Hestenses—Stiefel , 1952 [11] ) ...

G dTx yk

5

B, = 1852 (Fletcher — Reeves , 1964 [12])
k

SON

B, = S (Polak —Ribiere , 1969 [1])...(7)
k

B%, =l Dion , 1975 [4]) .8)

cp _ —lgk+all® _ -

B e (Fletcher- Cd- 1987 [13] )

@)

B'S, =gt (Liu-Storey , 1991 [15] ) ...(10)

—0 'k Bk
DY _ ||gk+1||2 i
pPY, = iTa (Dai-Yuan , 1999 [14] ) ...(11)

The above-mentioned methods are identical when the
quadratic function is tightly convex and the line
search is accurate, because the gradients are mutually
orthogonal, the HS, PR, LS algorithms are effective
and efficient in  scientific  applications.
Mathematically, their convergence did not appear as
for the other part of the algorithm (6), (8), (9), (11) as
it has been theoretically proven that it possesses the
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property of comprehensive convergence but is
inefficient in scientific applications, and through the
above preferences a new type of conjugate algorithms
called hybrids appeared, under the conditions of
SWP, several hybrid methods were proposed In order
to obtain conjugate gradient methods which have
good computational efficiency and affinity properties.
Scientists have found these techniques in order to
eliminate failure and improve performance of popular
conjugate gradient algorithms. The hybrid CG
algorithms are better than the classical conjugated
gradient algorithms where the hybridization method
is based on the concept of the convex structure of the
classical CG algorithms. The 6, parameter is found
in the convex structure by making use of the
fulfillment of the conjugation condition and the
direction of Newton.[18] . Significant progress has
recently been made in the field of conjugate gradient
methods and their applications [8 and 4]. We mention
the mixed pairing method, which is a specific set of
different pairing methods. Designed to improve the
behavior of these methods and avoid the phenomenon
of perturbation, here we consider a convex
combination of the coupled gradient methods DL and
WYL, the corresponding paired gradient parameters
are

Our study in this paper will be a Hybrid Conjugate
Gradient Method as a Convex Combination of Dai—
Liao (DL)

and Wei-Yao—Liu (WYL).

T( _ el )
Sl G

WYL _
B = 1ng_1”2 .. (12)
(yk—tSk)
BDLk - W Vi = (8ke1 — 8K, t=
2
2|yl . (13)

STryk
where t is a nonnegative parameter and note that if

t=0 then BP", reduces to the CG parameter proposed
by (5) Hestenes and Stiefel (1952).
Hybrid by using a convex structure .i.e :
0BV, + (1 =8, )B Y, ...(14)
and by use of the conjugation condition for an
uncontrolled search line (Dai and Lia0,2001 [2])
that takes the formula 6y to calculate the parameter :
d"ee1yk = —p8T Sk .p >0 ...(15)
Now, we introduce a new hybrid method
2- A New Hybrid Conjugate Gradient
Method
Hybrid methods are done by connecting two methods,
one of the two methods has good computational
properties and the second method has strong
comprehensive convergence properties.
Using (14), we get the value for the parameter 0y,
which we denote
BFZk = (ekBWYLk +(1- ek)BDLk)
from (12) and (13) We get:
BFZk —

llexll

T( _
Sl S

FZ _
B =

_ T
)+ (1-6,) (Yk=tSK) " 8k+1

0
k dTy yx

llgk—112

TJPS

llexll )

T( _
S Y

=0
k gl
T 2[lyll
g k+1(}’k—ﬂ5
(1-6Y —
d'k yk
2yT S
ng(gk— llekll k—1) ng+1<Yk_ STk kyk)
lgk—4ll + (1 -0 ) kYk
k llgk—1l12 k dTy yic
T( el ) T -
— Bl \Bk ™ gy, B2 _ T8 k+1Yk 8 k+1Yk
llgi—1112 aTy yi aTy yx
From (3) we get :
v, _ ekl )
d _ +lo 8k (gk ||gk—1||gk_1 _
k+1 — ~8k+1 Kk 2
llgk—1ll

_ng+1Yk
dTy yi

_ng+1Yl<
dTy yk

Multiplying both sides of the equation by the
vector y we get :

llexll
||gk—1|

g1l

ng(gk - |gk—1)

AT ¥k = =87 Vi + | Bk

T T
8 k+1Yk | _ 8 k+1Vk T
dTy yk dTy yk

kYk

Now we substitute the conjugation condition for the
uncontrolled search line (15)

de. dTypyx = _png+1Sk

T _ T
P8 415k = T8 Yk t O llgk-111?

T T
& k+1Yk | _ 8 k+1Yk diyk
dTy yk dTy yk

g1 Skt 8 VK =

(g lolg, )
Gkl Gl o

llgk-1l

K dTyyy + ng+1Yk

T
& k+1Yk
_ _png+1Sk + 2ng+1Yk
By

rf, _ el > -
Bk <gk |y

2

llex—all

||gk—1"2(_Png+1sk + Zng+1Yk)

g
ng(gk - ”£kﬂ”gk—1)diYk +llgk—111? 8Ty 11K

Algorithm BF%_
Step 1 : set xe €R™ ,e>0.compute f(xo) and

gosetd, = —g, , and the initial guess
ay = IIngl if l[goll < €, thenstop.

0
Step 2 : Compute o by line searches defined in
equation (4).
Step 3 Let Xk+1 = Xk + akdk y 8k+1
Compute s and yy

dTyr+ g7y 1k

= g(Xg41)-
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Step 4 : If 0 < 6y < 1then compute BF%, by (3) if
Bk = 1 , then compute BF%, by BWYL . If 6, <0
then compute  BF%,_by BPL,

Step 5 : Increase k by one and go to Step 2.

3- Invistigation Sufficient descent

Theorem 1: If the objective function f(x) is
continuously differentiable and Let the sequences
{gi} and {x, }be generated by BFkaethod. Then the
search direction d, satisfies the sufficient descent
condition:

d"xgi < —Cligkll* (16)
Where C is a positive constant independent of k,

Proof : The result can be establish by induction.
When k=1 we have d";g; < —g" g; < —Cllgll?
Let k=k+1

From (3) dis1 = —8ks1 + B dic
Multiplying both sides of the equation by the
vector gy, and from (14) we get :

AT 18kr1 = —lIGr lI* + (ekBWYLk +

(1 — 6B, ) dTygkss

Let —[lgk+1 > = —lIgk+1 1176k — (1 = B lIgks1 112
ATy 18ke1 = — I8k 111?60k — (1 — 01k I +

(0xBYY + (1 — 0B Y, ) dTiegirs

dTs18kr1 = — I8k 1?0+ BBV, d e grs1 —
(1 =0 llgk+1 11> + (1 — 6B, dTigrr1
di+1gk+1 = ek(_||gk+1||2 + BWYLdekng) +
(1-6y (_||gk+1”2 + BDLk digk+1)
d"i18ke1 = OdV ri g + (1 —

01)d" k1 Bir

FirStly, Iet,ek =0 then dk+1 = dDLk+1
Remember that  dP"; = —gi4q + BV, di
ng+1dDLk+1 = _||gk+1||2 + BDLkngHdk

81 @7 e =
_ 2 k=tS10 8ks1) T _ 2llykl?
”gk+1” + ( di Yk )g k+1dk ' t= sTkYk
After substituting the value of t We get:

T DL —
g k+1d k+1 —
T
) gk+1

Yy
STiyk

_ 2

e lI2 + | L | g,

T DL _

g k+1d k+1 —

v iy
g k+1(YI(_ ST Sk)

_ 2 kYk —

e lI2 + | —e ok T, =

g Yk T
~lgiens I — BT,
dTy yx

8 err crs = ~lgicen 7 = lgicns 17 7228

ng+1 O A (=Y | o [ =y |
Now, let 6,=1, then diyq = dWh 0,
dVhy = gk + BWYLkdk
8 1 d s = —llgaa? + BV 8", di

From (12) we get :

TJPS

WYL _
g k+1d +1 7
(gt - gm0 )
—lgieall? + les 2 F 770 g7 dye
+1 llgk—1I2 k+1

The fact that ng gr_1 >0 means we can get an
inequality 0 < cos®, <1 where 0,is the angle
between gy and gy_;.

Some authors give other discussions and
modifications in [3 and 20]. In fact, gy —
llgkl

el Sk-1 is not our point at the beginning, our
k—

purpose is involving the information of the angle

between g,  and gi_, .From this point of view,
BWYL, has the following form:
wyr _ gkl _
B, = Ter i (1 —cosBy) .. (17)
From (17) We get :
[ II*
g k+1dWYLk+1 S _“gk+1”2 ﬁ];"—ﬁz (1
cosB) |87,
From (4) strong Wolfe-Powell conditions we get :

T WYL 2 llgieall®
g k+1d k+1 < _”gk+1” + ”g;ﬁz (1_

cos 0))(—o g", di) From sufficient descent condition
(16):

qWyL llgk+1ll? (1-

8 ki1 k1 < gkl + ToE
cos 8;) (o hllggll*) ,h > 0

IA

ng+1dWYLk+1 —llgi+11” + llgi+2 1171 =

cos 0 )(oh)
gT +1dWYLk+1 < _(1 —oh(1—cos ek))”gk+1”2

< —rllggall® . r=1-
o h(1 — cos 6y)
4- Global Convergence
We now show the global convergence result for the
new hybrid method. Now we will get to know
several hypotheses :
Assumption 1 : A f is function bounded from below
on the level set Q={f(x) < f(x.) [x € R"},x. is the
starting point. In some neighborhood of N of set Q
the objective function is continuously differentiable ,
An important result for proving the global
convergence properties of nonlinear CG algorithms is
the famous Zoutendijk condition[7] , that is there
exists a constant A > 0 such that :
lgGx) — gl < Allx—yll, Vxy €N
These assumptions imply that there exists a positive
constant q such that : [|g(x)|| < q,Vx € N...(18)
Theoreml: Suppose Assumptions 1 hold. Given any
iteration of the form (2), where dyis a descent
direction and ay satisfies (4) and Zoutendijk
condition then we have :

(g7 i)”
Yheo ||'5;(k||2 < +0..(19)
The proof had been given in [10, 5]. In[8], Gilbert
and Nocedal introduced the following important
theorem.
Theorem 2: If Assumption 1 holds and {x}is
generated by the Hybrid CG Algorithm, where d is a
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descent direction, from the strong Wolfe line search.
If:

o lgkl* _
Yheo T (20)
Then  limy_, infl|ge|l =0 ...(21)
Proof : Suppose that ||gy|| # 0 for all k. Then there
exists a constant L > 0 such that
llgwll = L ... (22)
Now we need to simplify my words From (4) and
Vi = (8k+1 — 8k) We get:
dTy vk = dTy (8ke1 — 8k) = AT 81 — ATk Bk =
od™y g — dTy gk = c(1 — o)llgll* ... (23)
And from Zoutendijk condition:

lyll = llgker — 8kl < Allxger — xiell <
AF ... (24)
Where F=Max{|lx—yl|l,x,y €N} is the

diameter of the level set N.
From (3) and (12) and (13) we get:

k—tSK) g
|BFZk| < |BDLk| + |BWYLk| < k dTl}: ykk+1 +
llekll
||gk—1|
llgk—1 1%

e (2 - |gk-1)

2
When t:ZHTy—k” we get :
STkYk

B < 187 + 18 < [ [+

dTy yk
2_ ekl T
llgxll ”gk—lllg k 8k—1
llgk—-1112
FZ
|87, <
2 _ lleks
”gk+1””yk” | ”gk+1” ”gk” ”gk ””gk+1”
c(1-o)llgkll? llgkll?
From (18) and (22) and (23) and (24) we get :
2_ 4
FZ | < |__9AF | 4"~ il
|B k| = le(1-0)L2 + L2

qZ

a
FZ gAF +ila
B S crmgEt I < M..(25)

ldisill < llgraall + |BFZk|||dk|| < llgk+1ll +

M % » Sk = Xig1 — Xk
k
Sq+M5$W ., y>0

which implies that :

o llgel*
= o0
Zico lldI12

2
dTyey
llgxll*
c2Lt ( 2
llgkll <

[ee] [0}
<
z:kz"nalknz— Zizo lld 12 =

daT 2
G

2
oo el <y (o
k20 gz T ak=0 g2

Contradiction we have lim,_,, inf||g,|| = 0

TJPS
5- Numerical Results

In this section, we will discuss the numerical results
of the proposed algorithm FZ1 obtained by using the
algorithms WYL and DL, as well as the conditional
(Wolfe) of a set of test functions in the unconstrained
optimization is taken.[19]

To evaluate the performance of this proposed
algorithm, (75) test functions were selected, which
were included in this study

The functions were chosen for the dimensions, and by
comparing the performance of this proposed
algorithm with the algorithms Dai-Liao (DL) and
Wei-Yao—Liu (WYL) the measure used to stop the
repetitions of the algorithms is, the program was
written in Fortran language (Based on the program
Andrei) (FORTRAN 77) (version 6.6.0), the test
functions usually start with the standard starting point
and the summary of numerical results is noted in
Figures (3.1) and (3.2) And (3.3) and by means of the
program (Matlab R2009b), the algorithm evaluation
scale was compared based on the method of Dolan
and Moore to compare the efficiency of the proposed
algorithm with the algorithms of Dai—Liao (DL) and
Wei-Yao-Liu (WYL). Defined as a set of test
functions and the number of algorithms used. to be
I, represents the number of times the value of the
objective function is found by algorithm s to solve
the p problem

Ips = ll’i': , 'y =min{l, s :s €S}

Obviouslr, ¢ =1 forall values p , s If the algorithm
fails to solve the problems, then the ratio
r, s Equal to alarge number M The efficiency
characteristic of the s algorithm is known as a
function of the distribution of the compound over the

__ size{p€P:rp s <1}
ps Ps (m= np

Our comparisons includes the following:

1- iter: the number of iteration

2- fg : number of function and gradient evaluations.
3- CPU time

Figs. 1, 2 and 3 shows performance of these methods
for solving 70 unconstrained optimization test
problems, relative to the iterations (iter), function—
gradient evaluations (fg) and CPU time, which are
evaluated using the profile of Dolan and More [6].
That is, for each method, we plot the fraction p of
problems for which the method is within a factor t of
the best (iter) or (fg) or CPU time.

efficiency ratio
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